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                    Although PNS has an outstanding performance for girdle and von Mises distributions, it can be
shown that in some cases (e.g., spherical semi-ellipse or s-like distributions) the obtained mean is
far from our expectation. Inspired from principal flows (Panaretos et al.,2014), which determines
curves on manifolds as principal components, we introduce a nonlinear dimensionality reduction
method on the tangent space of S2. This method is analogous to PGA from Section 3.2 but
instead of using PCA on the tangent space we define and use a specific form of Non-Linear PCA
(NLPCA) based on the principal curve. " Principal curves are smooth one-dimensional curves
that pass through the middle of a m-dimensional data set, providing a nonlinear summary of the
data" (Hastie and Stuetzle, 1989). A comprehensive explanation about NLPCA can be found in
(Kruger et al.,2008;Scholz,2002).


Imagine we have a set of spherical data samples zi∈S2, i= 1, ..., k, with the Fréchet meanµF.
 Given a spherical rotation matrixR(c, θ), the rotation ofµF along its meridian to the north
 pole isRµF = (0,0,1)T. The spherical rotation matrix is given by


R(c, θ) =I3+sinθ[c]×+ (1−cosθ)(ccT −I3), (3.4)
 where I3 is the 3×3 identity matrix, [c]× is the cross product matrix satisfying [c]×v=c×v


∀v ∈R3, andθ∈[0, π/2] is the rotation angle (i.e., the angle betweenµF and the north pole)
 (Schulz et al.,2016).


ConsequentlyRzi is the transformation ofzi, i= 1, ..., k. Let∀i, yi =Logq(Rzi) be the log-map
 of Rzi to the tangent space by Equation (2.16), where q = (0,0,1)T. By applying PCA on
 the log-mapped data yi,i= 1, ..., k, we find ¯y as the PCA mean (i.e., arithmetic mean on the
 tangent space). Also, we can express yi in the PCA coordinate based on the principal axes PC1
 and PC2. Let xi indicate the PCA coordinate of yi. Similar to PGA we transformed data from
 spherical coordinate to the PCA coordinate on the tangent space. Also we know due to theLog
 andExpmap, the tangent space of S2 is a circular disc with radiusπ inscribed in a square of
 the width 2π. Thus, we can consider the centered data (i.e., centered by PCA) inscribed in a
 square with the same size. The two line segments connecting the middle points of the square’s
 parallel sides indicate PC1 and PC2. In this coordinate system we implement curve fitting
 techniques to the find principal curve. In this work, to make sure we can define isomorphic
 transformation between sphere and the tangent space, we only use the polynomial regression
 method (see Section 2.1.6), however it is possible to apply other techniques. As a result, an
 m-degree polynomial f(x) =Pmi=1βixi+εwith the domain [−π, π] represent the fitted curve.


The principal curve (i.e., fitted polynomial) defines the first principal axis of an NLPCA.


Let ˜xi be the projection of xi along PC2 to the polynomial. The principal curve f is a
 one-dimensional manifold thus, the Fréchet mean of projected data on f is given by


µ= arg min


x∈f
 k


X


i=1


dc(x,x˜i)2,


where dc(u,v) =Ruv11q1 + (df(x)dx )2dxis the curve distance between points u= (u1, f(u1))T and
 v= (v1, f(v1))T.


Note that the domain of the polynomial is limited and relatively small so we can estimate the
Fréchet mean by the Monte Carlo random sampling method. We can produce N + 1 large
enough uniformly distributed real numbersvj ∈R, j= 0, ..., N such thatvj ∈[−π, π] , or simply
choose vj = −π+ 2πj/N, j = 0, ..., N. The projection of vj on f along PC2 is f(vj), and
vj = (vj, f(vj))T is a point of tangent space located onf. Therefore, the estimation of Fréchet


mean on the principle curve is given by
 ˆ


µ= arg min


v
 N


X


j=0
 k


X


i=1


dc(vj,x˜i)2.


Recall ri=xi2−x˜i2 is the regression residual of sample xi. We consider, di =dc( ˆµ,x˜i) and ri


as the first and second coordinates ofxi in NLPCA respectively. In this regard, ˆµis the origin of
 NLPCA axes, and the reduced dimensional data are located on the principle curve. We consider
 PC2 as the second principle axis of NLPCA. Furthermore, let Γpca be the matrix of ordered
 PCA eigenvectors known as PCA rotation matrix. To map back ˆµto the sphere, we rotate and
 translate ˆµto the north pole with ˆµTΓ−1pca+ ¯y(i.e., ¯y coincide with (0,0,1)T). ApplyingExp
 map from (2.15) and multiplying the result withR−1, map the ˆµon the sphere. Therefore we
 have


µ∗=R−1(Expq( ˆµTΓ−1pca+ ¯y)), (3.5)
 where µ∗ is the obtained NLPGA mean, andq= (0,0,1)T.


In Figure3.1 x(the solid points) indicates a data point on the tangent space, ˜xis the projection
 of x along PC2, ˆx is the projection of x based on the Mean Squared Error (MSE) (i.e.,
 e = kx−xkˆ 2)), µ is the Fréchet mean on the principal curve, and d± and r± indicate the
 NLPCA coordinates with positive and negative signs.


Figure 3.1: Illustration of NLPCA.


Solid points indicate log-mapped data on the tangent space, ˜xis the projection ofxalong PC2, ˆxis the projection
 ofxbased on MSE,µis the Fréchet mean on the fitted curve, and d and r indicate the NLPCA coordinates.


Rotation to improve fitting


In most cases, the performance of NLPGA is not satisfactory. To improve the method, by
a small degree of rotation (e.g. θ = 2πn/360, n = 1, ...,360), we rotate the PCA coordinate
on the tangent space from 0 to 2π. The rotation take place around ¯y by the rotation matrix
(2.3). During the rotation we find the principle curve and form NLPCA. Further, we estimate


the performance of the NLPCA in order to find the best NLPCA coordinate system. The
 performance of the NLPCA like PNS and PGA can be measured by the percentage contribution
 of the eigenmodes. Note that this approach is different from performance estimation of the
 principal curve by MSE, because we consider the both residualsr± andd±. After a complete
 rotation we choose an NLPCA with the best performance. Figure3.2illustrate the procedure.


Figure 3.2: Rotation of the tangent space.


Figures from left to right include data points and fitted 4-degree polynomial during the rotation of the tangent
 space. The right figure visualize the best fit for this sample.


Since we rotated the tangent space, to calculate NLPGA mean, we need to include this rotation
 in Equation (3.5). Assume ˆΓnl represent the estimated rotation matrix corresponding to an
 NLPCA with the best performance, and ˆµnl be the corresponding estimated mean. Then, map
 of the ˆµnl on the sphere, provides the NLPGA mean as


µ∗nl =R−1(Expq( ˆµTnlˆΓ−1nl Γ−1pca+ ¯y)),
 where µ∗nl indicates NLPGA mean after rotation.


The same way ∀x∈TµFS2 we define mapping from the tangent space to the sphere as
 z =R−1(Expq(xTˆΓ−1nl Γ−1pca+ ¯y)),


wherez ∈S2. As a result, the NLPCA axes on the tangent space correspond to two geodesic
 submanifolds on the unit sphere where one of them is a great circle and the other one is the
 image of the principal curve.


Note that if we choose to project the data on the fitted curve by MSE which is always positive,
 we may fail to define an isomorphic transformation between spherical coordinate and NLPCA
 coordinate. Also, if we try to fit a closed curve (e.g., ellipse) we may encounter a similar issue.


Because, it would require to specify which points belong to the inside or to the outside of the
 curve that could be a difficult task specifically for the complicated curves. In Figure 3.3 we
 compare the NLPGA with PNS for some artificial s-shape, v-shape and w-shape distributions.


In the left column of Figure3.3, blue lines on the spheres indicate the mapping of the principal
 curve. Choosing the degree of the polynomial not only here but in the most regression problems
 is a matter of controversy. For our examples we chose polynomials of degrees three and four.


Also to increase the performance of NLPGA we can map tangent space as a circular disk to a


square as discussed in (Fong, 2015), and after finding the best fitted curve inverse map data
 from square to the disk but there are cautions about the distance preservation which merit the
 further study.


The spokes’ directions of the fitted s-reps in this thesis have concentrated von Mises distributions.


As a result the application of NLPGA has no superiority over PNG or PGA and we ignore to
 use it.


Figure 3.3: PNS vs. NLPGA.


Left column indicates the PNS means of the fitted small and great circles, Fréchet mean, and NLPGA mean of
 the fitted curve onS2. Middle column shows the NLPCA mean and fitted polynomial on the tangent space.


Right column compares the performance of PNS, PNG and NLPCA.
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