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patients with Parkinson’s disease (PD) and healthy control group (CG) based on shape models
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(12)
Introduction



1.1 Motivation


With the improvement of non-invasive medical imaging techniques like Magnetic Resonance
 Imaging (MRI) to picture the internal human organs, medical scientists became increasingly
 interested in studying shape and structure of internal organs in order to improve treatment and
 diagnosis. Often the goal is to scrutinize the morphological changes of a target object during a
 period or to detect the structural differences between organs among healthy controls and patients.


In this manner, statistical shape analysis as a field of research to study shapes and objects within
 a population became the center of attention. However, data collection, shape visualization,
 generating models, and data analysis require collaboration between medical specialists, computer
 scientists, and statisticians. In this regard, there are evolving interdisciplinary research areas,
 including mathematical and medical sciences, to assist physicians by shedding light on the hidden
 aspects of diseases such as dementia.


Various studies show there is a direct relationship between the aetiology of mental diseases and
 shrinkage or deformation of brain parts. For example, a comprehensive study about chronic
 neurodegenerative disorders such as Alzheimer’s disease (AD) and their psychological affection on
 patients’ behavior and memory loss can be found in (Budson and Solomon,2011,2015). Although
 there are many reports about the brain lesion and abnormality in such diseases (Perl,2010;Barber
 et al., 2000;Snowdon et al., 1997), in many cases including early Parkinson’s disease (PD) global
 brain atrophy and white matter hyperintensities (WMH) do not indicate significant differences
 between the normal control group (CG) and patients e.g. (Dalaker et al., 2009). To improve
 diagnosis, it is reasonable to focus on the most vulnerable brain structures. "Hippocampus can be
 damaged by a variety of stimuli, e.g., stress, hypoxia, hypoperfusion, hypoglycemia, and seizures"


(Dhikav and Anand,2011). Consequently, in neuropathological studies, hippocampus has been
 one of the first candidates for the analysis. Besides, there is strong evidence that dementia can
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(13)cause the hippocampus as part of the medial temporal lobe structure to lose volume substantially
 (Csernansky et al., 2005; Fox et al., 1996; Ikeda et al., 1994; Acton, 2012). Despite the fact that
 neurologists categorize Parkinson’s disease as a progressive neurodegenerative disorder that can
 be diagnosed after months of progression, it is still challenging to recognize and confirm it at early
 stages. Also, autopsy studies show that clinical diagnosis of PD, even with correctly identified
 symptoms, might be incorrect up to 25% (Pfeiffer et al., 2012, ch.51). Thereby, developing
 methods for early PD diagnosis, to start the treatment as soon as possible and increase the
 diagnosis accuracy is vital. Conventionally, medical scientists use scale measuring and volumetric
 analysis to study the structure of the hippocampus in PD (de la Monte et al.,1989;Junqué et al.,
 2005), and early PD (Brück et al., 2004). Although these types of analyses highlight the changes
 of hippocampal degeneration and atrophy, they are not suitable for detecting precise location
 of the differences specifically for the early PD, where the degeneration process has started just
 recently. One possible accurate approach is based on the radial distance (i.e., distance from the
 object’s medial core to the surface points) (Thompson et al.,2004). (Apostolova et al.,2012)
 applied radial distance analysis and showed a significant level of hippocampal atrophy in PD.


There are some disadvantageous in radial distance analysis, which we discuss briefly in Section
 5.1. On the other hand, (Nobis et al., 2019) studied the hippocampal volume of over 19,700
 people in the UK. The study discussed various parameters like sex, age, smoking, etc. affect the
 volume of the hippocampus, so the size of the hippocampus or temporal lobe varies even among
 healthy people. For this reason, we need more accurate object analysis methods to capture small
 disparities between corresponding elements of the object even when we remove the scale of the
 shapes. The question is whether there are any differences between shapes of study after removing
 size and scale or not. Therefore, the first motivation of this thesis is to implement a sensitive
 method of hypothesis testing (with and without removing scale) to detect locational differences
 of left hippocampi among a healthy control group and a group of patients with early PD.


To have an accurate testing method, we need suitable models that reflect accurate dissimilarity
 between the corresponding geometric object properties (GOP). One such model is the skeletal
 representation (s-rep) (Siddiqi and Pizer, 2008) introduced in Section2.1.3that characterizes the
 interior as well as the exterior properties of an object by a set of GOP including positions, radii
 (local widths), and directions. For statistical analysis of s-rep, (Schulz et al., 2016) designed a
 permutation test, which might be computationally expensive in practice. As a result, the second
 motivation of this thesis is to improve the current hypothesis testing method.



1.2 Scope


The next chapter intends to acquaint the reader with some advanced types of object representa-
tions for shape analysis, e.g., landmark modeling, point distribution model (PDM), s-rep, and



(14)spherical harmonics point distribution model (SPHARM-PDM). These shape representations
 help us to compare objects with a high level of precision. Then it discusses the general definition
 of shape, shape space, shape distance, and mean shape on manifolds as prerequisites of shape
 analysis. Follow, different alignment methods are elaborated that is a necessary pre-processing
 step for the shape analysis.


Chapter 3 outlines several dimension reduction methods for data on Euclidean and non-Euclidean
 spaces, including Principal Component Analysis (PCA), Principal Geodesic Analysis (PGA),
 and Principal Nested Spheres Analysis (PNS). It also introduces a Non-Linear PGA (NLPGA)
 method on rotating tangent space of the unit sphereS2. Given that, analyzing s-rep data needs
 a method that covers both Euclidean and non-Euclidean data, Composite PNS (CPNS) will also
 be discussed.


Chapter 4 introduces the general concepts of hypothesis testing, p-value, multiple comparisons
 problem, and controlling false positives. It discusses different hypothesis testing methods suitable
 for each shape representation and tries to improve the available hypothesis testing method for
 s-rep. Furthermore, as a fast approach, it introduces an alternative testing method for s-rep
 with the normality assumption. Finally, in this chapter, we propose a novel hypothesis testing
 method independent from the alignment based on distance matrices.


In chapter 5, the proposed methods and concepts are applied to find the difference between
 the hippocampi of healthy controls and PD patients. The data set consists of MRI images
 provided by ParkWest (ParkWest,2020) in collaboration with Stavanger University Hospital
 (Helse Stavanger,2020). Data analysis workflow consists of three main parts: 1. Model fitting.


2. Implementation of different methods of hypothesis testing. 3. Analyzing tests’ results and
 classification.


Chapter 6 discusses the results, summarises the study, and suggests possible directions for future
 work.



1.3 Contributions


In Section 2.1.6, we introduce a shape representation called Middle Surface PDM, for flat
 slabbed-objects. This representation parameterizes the middle part of the object, fits a nonlinear
 surface inside the shape, and approximates the s-rep skeletal locus’s location. The idea to design
 this representation is to compare and support the analysis result of the s-rep skeletal PDM.


We introduce the elimination algorithm for PDMs and landmark models in Section 2.5.5. The
algorithm detects suspicious points that cause the mean shape differences. Since the result of the
hypothesis test depends on the alignment, we use the unsuspicious points to design a covariance



(15)matrix for the weighted Procrustes alignment. This approach, by using weighted alignment,
 reduces the variance of the points with more similarity among the groups (see Section 2.5.6).


In this work, we propose a dimension reduction method in Section 3.4, analogous to PGA called
 NLPGA. The method fits a principal curve to the log-mapped data on the rotating tangent
 space. It tries to find a geodesic submanifold on the sphere, which maximizes the variance of the
 projected data. Further, we discuss the advantage of this method to find the sample mean on
 the sphere in comparison with Fréchet mean and PNS mean.


The computation cost to calculate mean s-rep by CPNS is exceptionally high. In this regard, to
 reduce the time of computation, we introduce a mean s-rep by substituting the PNS mean of the
 skeletal PDM with the Procrustes mean (see Section 4.4.2). This approach is helpful when we
 want to apply the permutation test to detect partial differences. In Section 4.6.2, we propose a
 parametric hypothesis testing method for s-rep as a fast approach by the normality assumption.


In Section 4.7.1 to make the hypothesis tests independent from the alignment, we propose a
testing method based on GOP distances. The method tries to rank the GOPs (e.g., points and
directions) by using distance matrices. Further, we use Kernel Density Function (KDE) on
p-values to standardize the ranking procedure. In addition, we discuss a similar approach for
planner shapes, which uses angles (instead of distances) to rank the points.



(16)
Shape and Shape Space


In this chapter, we introduce shape representations relative to our study. We also become familiar
 with shape and shape space. Then we explain different methods of alignment and propose a
 weighted alignment method based on the elimination algorithm. Most of the definitions in this
 chapter are taken from (Dryden and Mardia,2016;Pizer et al.,2013;Fletcher et al.,2004).



2.1 Shape Representations


One of the obstacles in statistical shape analysis is how to model the objects to be correspondent.


In other words, we need to parameterize object representations by using geometric models that
 relate GOPs together. Among a wide variety of modeling methods, we mention some of them
 relevant to this work, including Landmark modeling, PDM, m-rep, s-rep, and SPHARM-PDM.


Later in Chapter 5, we use s-rep and SPAHRM-PDM for data analysis.


2.1.1 Landmark modeling and PDM


To understand a landmark model, we begin with the most fundamental definition.


Definition 2.1. "Alandmarkis a point of correspondence on each object that matches between
 and within populations" (Dryden and Mardia,2016, ch.1).


The landmark model introduced in (Kendall,1984;Bookstein et al.,1986), tries to model an
 object withk landmarks by ak×m configuration matrix X= (x1, ...,xk)T, wherexi ∈Rm
 is the cartesian coordinate of the ith landmark, andm is equal to 2 or 3. (see Figure2.1(a)). In
 some sections of this work, we use the notationli instead ofxi as theith landmark.
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(17)Although landmark modeling is one of the oldest shape representations, it is still important. In
 this respect, the book (Dryden and Mardia, 2016) presents landmark modeling with applications
 in R programming that shows the power of this representation.


As a drawback, one of the main difficulties in landmark modeling is to find suitable, corresponding
 landmarks in a population. Conventionally, anatomists locate landmarks based on the organs’


biological properties, which could be an overwhelming task. Also, in some organs like the
 prostate, it is challenging or hardly possible to identify landmarks.


PDM


Researchers commonly use PDM (point distribution model) instead of landmark modeling. A
 PDM is defined as a discrete set of points sampled from the object (Tu et al.,2017). Although
 both of the models consist of a set of corresponding points, the methods of generating these
 points are different. Also, a landmark usually represents a characteristic of the object, but in
 PDM, points are sampled data. However, in this work, based on the definition of landmark, we
 consider PDM as a set of landmarks and vice versa.


2.1.2 Medial representation m-rep


The medial representation introduced in (Siddiqi and Pizer, 2008, ch.1), describes a model
 according to the medial locus of the objects. The medial locus is formed by the center of
 all interior spheres bitangent or multitangent to the object boundary. Vectors connecting the
 center of an inscribed sphere to the boundary and are tangent to the boundary are called
 spokes. By sampling the inscribed spheres, we can define medial atoms. A medial atom in
 Rm (m= 2 orm= 3), is a tuplem= (p,u0,u1, r), wherep∈Rm is located on the medial locus
 and represents the center of an inscribed sphere, u0,u1 ∈ S(m−1) are spoke directions where
 S(m−1) = {x ∈ Rm | kxk = 1} is the unit sphere, and r ∈R+ is the radius of the inscribed
 sphere represents the common spoke length. In this sense, an m-rep model is a collection of finite
 number of medial atoms (Fletcher et al.,2004;Siddiqi and Pizer,2008) (see Figures 2.1(b,c)).


Have a good insight into the medial locus would be constructive in understanding the medial
 representation. A formulated definition of the medial locus of the object Ω is given by


MΩ ={p∈Rm| | {q∈ΩB| kp−qk=d(p,ΩB)}|c>1},


where d(p,ΩB) is the minimum Euclidean distance between the point pto the object boundary
ΩB, and | |c is the cardinality sign (Schulz,2013, part.1).



(18)The advantage of m-rep is that it captures the interior part of object. Therefore it is more stable
 in comparison with models that only capture the surface.


As a negative point, m-rep suffers from branching instability. In fact, boundary protrusions
 result in additional medial branches. Therefore usually, an m-rep without a number of skeletal
 branches cannot capture the inner part of a non-branching object (Breuß et al., 2013, ch.5).


To fix the extra branching problem, (Pizer et al.,2013) introducedskeletal representation
 (s-rep).


Figure 2.1: Landmark model and m-rep.


(a) Landmark model of a hand with 14 landmarks. (b) Illustration of medial locus formed by the center of 2D
 spheres bitangent or multitangent to the boundary. (c) Medial atom with the positionpand two equal-length


spokes of sizer. The spokes are tangent to the boundary ΩB, andu0,u1 represent their directions.


2.1.3 Skeletal representation s-rep


s-rep is an evolved version of m-rep introduced by (Siddiqi and Pizer, 2008;Pizer et al.,2013).


Here we define the continuous form of s-rep, then to obey the correspondence, we define and use
 discrete s-rep. Notice that s-rep can be defined for all shapes with the topology of the sphere,
 but in this work, we focus on slabular s-rep, which is suitable for slab-shaped objects such as the
 hippocampus.


Continuous s-repfor slab-shaped objects is a locus of vectors we call spokes (p,v) with tail
 atpand tip at p+v such that


1. Spokes do not cross each other.


2. The union of the spokes forms the interior part of the object and the union of the spoke
 tips forms the object boundary.


3. The union of the spoke tails, forms the skeletal locus which is a double-sided sheet with a
cyclic fold curve.



(19)(Pizer et al.,2013).


For the parameterization assume ζ with the topology of a sphere. Let the equator of the
 parametrizing sphere map onto the fold of the skeletal locus. Thus, two sides of the skeletal
 locus associate with the north and south of the sphere. For eachζ, we have a spokev(ζ) with its
 tail onp(ζ) and its tip on an implied boundary point b(ζ). ζ parametrizes the skeletal locus as
 p(ζ). It also parametrizes the object boundary asb(ζ), and the spokes as v(ζ). The lengths of
 the spokes, is r(ζ) =kv(ζ)k, and the directions of the spokes, isu(ζ) =v(ζ)/r(ζ). As a result,
 ζ parametrizes the whole s-reps(ζ) = (p(ζ),u(ζ), r(ζ)) (Pizer et al.,2013).


Now we categorize the spokes in three groups: 1. Crest spokes with tail position on the fold of
 the skeletal sheet. 2. Up spokes with tail position on the skeletal sheet and tips on the upper
 boundary of the object relative to the north side of the sheet. 3. Down spokes similar to up
 spokes but point to the south part of the sheet. Since the crest spoke tail is on the fold of the
 skeletal sheet, the inverse of its length represents the curvature of the object boundary at its tip.


In other words,κ= 1/r, whereκ is the curvature of the object surface ΩB at the tip of the crest
 spoke, andr is the length of the crest spoke (Pizer et al.,2013;Siddiqi and Pizer,2008).


For correspondence, by sampling, we restrict continuous s-rep to have a finite number of spokes.


A discrete s-reps† withns spokes can be described as a feature vector


s†= (pi,ui, ri), i= 1,2, ..., ns, (2.1)
 where for the ith spoke, pi ∈R3 is the tail position or skeletal positionon the skeletal locus,
 ui ∈S2 is the spoke direction (S2 is the unit sphere), and ri ∈R+ is the spoke length. (Breuß
 et al., 2013, ch.5). Note that depending on the method of model fitting, some spokes may
 have identical skeletal positions thus, the number of skeletal positions would be less than the
 number of spokes (i.e.,s†= (p1, ...,pnp,u1, ...,uns, r1, ..., rns),np≤ns). Figure2.2(c) illustrates
 a discrete s-rep fitted in a left hippocampus.


In this work we use skeletal PDM or skeletal positions to denote all the spokes’ tail positions of
 a discrete s-rep.


s-rep model fitting


(Hong,2018) proposed a model fitting procedure based on the Mean Curvature Flow (MCF).


MCF is a geometric flow method where the object boundary deformation according to time tis
 given by


∂


∂tΩB(x, t) =C(x, t)O(x, t),
ΩB(x,0) = ΩB0(x),



(20)where ΩB0 is the initial object boundary, ΩB is the deforming boundary, xis a point on ΩB,
 C(x, t) is the mean curvature of ΩB atxat timet,O(x, t) is the boundary normal of ΩB atx
 at timet, and ΩB will converge to a sphere as t→ ∞ (Hong,2018).


Briefly, the model fitting algorithm consists of two steps 1. Initialization, and 2. Refinement. In
 the initialization, we use an algorithm that iteratively deforms the object boundary by MCF. At
 each iteration, we check whether the deformed surface is approximately ellipsoidal, and if it is,
 we fit an s-rep to the ellipsoid. Then we apply the reverse MCF so that the s-rep fits the original
 boundary. Finally, in the refinement step, we refine the s-rep to fit tighter to the initial object
 boundary (Pizer et al.,2020;Hong,2018). Figure2.2shows the workflow of s-rep model fitting.


Figure 2.2: Workflow of s-rep model fitting.


(a) Target object. (b) Approximated ellipsoid by MCF. (c) The ellipsoid s-rep with the grid of 5×9 as the
 skeletal positions. (d) Fitted s-rep by the reverse MCF. (e) Refined s-rep. Cyan, magenta, and yellow indicate up,


down, and crest spokes, respectively. Grid vertices in green are the positions of the up and down spokes. (f)
 Overlaid images of the target object and the refined s-rep.


One important outcome of this model fitting is a point located approximately at the center of
 the object. Usually, in c-shape objects (e.g., hippocampus), the centroid(center of gravity, see
 Equation2.5) of the boundary is located outside or close to the boundary. By deforming the
 s-rep of the ellipsoid to fit the target object, the center of the s-rep, which represents the center
 of the ellipsoid (see the blue point in Figure 2.2(c)) moves to locate relatively at the center of
 the object. Later in Section2.5, we will see how the Procrustes alignment uses the centroid to
 remove the shape location (i.e., after the alignment, the centroid of all shapes coincide with each
 other). Since the centroid is not necessarily in the middle of the object, it seems reasonable to
 align c-shape objects based on the middle point of the s-rep rather than their centroid. This
 type of alignment could be the subject of further study.


2.1.4 SPHARM-PDM


Spherical harmonics point distribution model (SPHARM-PDM) introduced in (Styner et al.,
2006), uses spherical harmonics basis functions as presented by (Brechbühler et al.,1995) to
estimate the object boundary and generate a PDM for the objects with the spherical topology.



(21)In summary, according to (Styner et al., 2006) and (Gerig et al.,2001), we assume spherical
 harmonics basis functionsY`n,−`≤n≤`of degree`and orderndefined onθ∈[0, π]×φ∈[0,2π)
 such that


Y`n(θ, φ) =


s2`+ 1
 4π


(`−n)!


(`+n)!P`n(cosθ)einφ,


where iis the imaginary unit number, andP`ndenotes the associated Legendre polynomials as
 P`n(w) = (−1)n


2``! (1−w2)n2 dn+1


dwn+1(w2−1)`,
 where d/dw indicates the derivative with respect tow.


Therefore, we can estimate the surface as
 ˆΩB(θ, φ) =


∞


X


`=0


`


X


n=−`


c`nY`n(θ, φ),


where coefficients c`n are obtainable by solving a least-squares problem. The sampling points xi


at the locations (θi, φi) are given by


xi =


∞


X


`=0


`


X


n=−`


c`nY`n(θi, φi),
 (Styner et al.,2006).


Triangle mesh


SPHARM-PDM provides triangulated surfaces that form the object triangle mesh. These
 triangulated surfaces are correspondent. We can calculate the perpendicular unit normal vector
 of them and analyze them as directional data. The unit normal vector of a triangulated surface
 with verticesa,b,cisn=v/kvk, wherev = (a2b3−a3b2, a3b1−a1b3, a1b2−a2b1)T is the normal
 vector perpendicular to the surface. The size ofv reflects the area of the triangle (i.e.,kvk/2).


Thus, we can also analyze the size of the corresponding triangulated surfaces as Euclidean data.


Figure 2.3 illustrates a sample of SPHARM-PDM and a triangle mesh with the unit normal
 vectors.


The detailed explanation of the correspondence and model fitting procedure of s-rep and
 SPHARM-PDM is beyond the scope of this thesis. For more detail, see (Pennec et al.,2019;


Styner et al.,2007;Hong,2018).



(22)Figure 2.3: SPHARM-PDM.


(a) Target object. (b) SPHARM-PDM with 1002 points. (c) Triangle mesh in blue and unit normal vectors in red.


2.1.5 SPHARM-PDM plus skeletal PDM


A possible shape representation could be a PDM as a combination of SPHARM-PDM and s-rep
 skeletal PDM. Analyzing this enriched PDM that represents the internal part and the object’s
 boundary is easier and computationally less expensive than s-rep, where directional data is
 included. Also, this PDM contains skeletal middle point (see Section2.1.3), which may help
 us to align boundary PDMs more appropriately. The black and blue points in Figure 2.4(c)
 illustrates this model.


2.1.6 Flat slabbed-shape middle part parameterization


To parameterize the middle part of the objects, we use non-linear surfaces. Non-linear surfaces can
 be generated by the polynomial regressions. Here we briefly explain the polynomial regressions.


Polynomial regression


With n observation (x1, y1)T, ...,(xn, yn)T, the standard normal linear regression model y =
 βX + ε describes a relationship between the covariate matrix X and the response vector
 y= (y1, ..., yn)T, whereβ is a vector of unknown regression coefficients, andε= (ε1, ..., εn)T is
 the vector of random errors (e.g.,εi∼ N(0, σ2) , i= 1, ..., n). Univariate polynomial regression
 is a specific case of linear regression in a quadratic form such that,
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(23)As a matter of fact, we model the expected value of the variable y as anm-degree polynomial
 y=Pmi=0βixi+ε(i.e.,yis a function ofx,y=f(x)) wherey, x, ε∈R, and∀i βi ∈R. Regression
 coefficients can be estimated by the method of least squares estimation ˆβ= (XTX)−1XTy. To
 cover the 3D data (x1, y1, z1)T, ...,(xn, yn, zn)T we need to work with bivariate polynomials as


z=X


i,j


βi,jxiyj+ε, (2.2)


where x, y, z ∈R. Note thatz is a function of xand y (i.e., z=f(x, y)). Polynomial regression
 is a popular method, details can be found in (Montgomery et al.,2015, ch.7); (Jorgensen,1993,
 ch.4).


Polynomial regression of SPHARM-PDM


By using PCA (introduced in detail in Section 3.1), we can align the object according to the
 principal axes. Assume SPHARM-PDM of a flat slabbed-shape object (e.g., left hippocampus).


Since the object is slabular, the surface points are distributed along first and second principal axes
 rather than the third one. Besides, we know SPHARM-PDM points are relatively distributed
 uniformly on the boundary. Thus, we can fit the bivariate polynomial regression model, according
 to the third principal axis. The fitted non-linear surface crosses the middle part of the shape
 and parameterize it by coefficientsβi,j from Equation (2.2).


In practice, we observe the fitted polynomial surface with a suitable degree (in this work, we
 used 4-degree polynomial) is very close to the skeletal positions of the fitted s-rep. Now, if we
 project the SPHARM-PDM on the fitted polynomial surface, we have a PDM called Middle
 Surface PDM at the middle part of the shape (see Figure 2.4). The obtained PDM inherit
 the correspondence from the SPHARM-PDM. In this thesis, the motivation for generating the
 Middle Surface PDM is to compare and support the outcome of the skeletal PDM analysis.


Figure 2.4: Middle Surface PDM.


(a) Fitted polynomial surface to a left hippocampus in blue, and the SPHARM-PDM in red. (b) Middle Surface
 PDM (i.e., Projection of SPHARM-PDM points on the polynomial surface) in red. (c) Overlaid SHPARM-PDM


in blue, Skeletal PDM in black, s-rep spokes in yellow, and Middle Surface PDM in red.
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2.2 Shape space


In statistical shape analysis, the study of mean and variation of GOPs within a shape distribution
 is desired. Therefore, having a clear explanation for shape is necessary. For this purpose (Kendall,
 1977) defined shape.


Definition 2.2. "Shape is all the geometrical information that remains when location, scale
 and rotational effects are removed from an object" (Dryden and Mardia,2016, ch.1).


In other words, shape of an object is invariant under the act of translation, rotation and scaling.


In medical research scale or the size of the objects could be important in some aspects (e.g., study
 the size of brain tumors), as a result (Dryden and Mardia,1998) introduced size-and-shape.


Definition 2.3. "size-and-shapeis all the geometrical information that remains when location
 and rotational effects are removed from an object" (Dryden and Mardia,2016, ch.1).


Shape definition is a prerequisite for shape analysis. Before taking any action based on the shape
 definition, we need to remove translation, rotation, and scale from the shape representations.


Here for a better explanation of the shape, size-and-shape, and pre-shape, we stick to the
 landmark analysis.


Definition 2.4. Anm×mmatrix Γ is a rotation matrixif ΓTΓ = ΓΓT =Im anddet(Γ) = 1
 (Dryden and Mardia,2016, ch.3).


Ifm= 2 thenθ∈[−π, π] parameterizes the rotation matrix Γ as


Γ =








cosθ sinθ


−sinθ cosθ





, (2.3)


where the rotation takes place clockwise around the origin. If m= 3 we can parameterize the
 rotation matrix by three angles θ1, θ2, θ3 around z-axis, y-axis, and x-axis by


Γ =

















cosθ3 sinθ3 0


−sinθ3 cosθ3 0


0 0 1
































1 0 0


cosθ2 sinθ2 0


−sinθ2 cosθ2 0
































cosθ1 sinθ1 0


−sinθ1 cosθ1 0


0 0 1















 .


Special orthogonal group SO(m) is the set of all m×m rotation matrices (Dryden and Mardia,
 2016, ch.3).


Definition 2.5. Given a set of points xi ∈Rm, i= 1, ..., k. The point ¯x that minimizes the
 sum of squared Euclidean distances to the given points is thearithmetic mean i.e.,


x= arg min


x∈Rm
 k


X


i=1


kx−xik2, (2.4)



(25)(Fletcher et al.,2004).


Euclidean distance between two points is a length of a straight line segment connecting them.


Thus, Equation (2.4) is equivalent to


x= 1
 k


k


X


i=1


xi, (2.5)


(Fletcher et al.,2004).


The centroid (i.e., the center of gravity) of a set of points is the arithmetic mean of the points.


Definition 2.6. "TheEuclidean similarity transformations of a configuration matrixX
 are the set of translated, rotated and isotropically rescaled X, that is


{βXΓ +1kγT : β ∈R+,Γ∈SO(m),γ∈Rm}, (2.6)
 where β is the scale, Γ is a rotation matrix, γ is a translation m-vector", and1k isk×1 vector
 of ones. By omitting the scaling factor from Euclidean similarity transformations (i.e., β = 1)
 we have rigid-body transformations(Dryden and Mardia,2016, ch.3).


With the definition of Euclidean similarity transformations and Rigid-body transformations the
 shape, and size-and-shape of any configuration matrix is obtainable. We remove translation
 of the configuration matrixX based on the centroid. This can be done by using the centring
 matrix


C =Ik−1


k1k1Tk, (2.7)


where Ik is the k×kidentity matrix. Thus, thecentered landmark coordinates of X is


XC =CX. (2.8)


The result of CX is the same as subtracting the elements of the X by its centroid (Dryden and
 Mardia,2016, ch.2).


Alternatively, we can remove translation by using Helmert submatrix. Helmert submatrix H
 is a Helmert matrix without the first row. A Helmert matrix is an orthogonal squarek×kmatrix
 where the elements of its first row are equal to 1/√


k, and the remaining rows are orthogonal to
 the first row. Theith row ofH is given by


(hi, ..., hi,−ihi,0, ...,0)T, hi =−(i(i+ 1))−12 , i= 1, ..., k−1.



(26)Then similar to Equation (2.8) theHelmertized landmark coordinatesof X is given by
 XH =HX ∈R(k−1)m\ {0},


(Dryden and Mardia,2016, ch.2). An example of Helmert submatrix is presented in the Appendix
 A.2.1.


Note that HTH = C, and we can transfer Helmertized landmark coordinates to centered
 landmark coordinates by


HTHX =CX,
 (Dryden and Mardia,2016, ch.3).


For removing the scale factor, we standardize the configuration matrixX by its size. We define
 the size of the configuration matrix X= (x1, ...,xk)T as itscentroid size. The centroid size is
 the sum of squared Euclidean distances from the centroid to each landmark and is given by


S(X) =kCXk=
 v
 u
 u
 t


k


X


i=1


kxi−xk¯ 2, (2.9)


where ¯x is the centroid (i.e., arithmetic mean) of x1, ...,xk, and kCXk=qtrace((CX)T(CX))
 (Dryden and Mardia,2016, ch.2).


By removing scale from the configuration matrixX we have thepre-shape ofX as
 ZC = CX


kCXk. (2.10)


An alternative representation of the pre-shape is
 ZH = XH


kXHk.
 (Dryden and Mardia,2016, ch.3).


So far, we managed to remove the scale and location of the configuration matrices. Now we
 define pre-shape space, which is an essential concept in shape analysis.


Definition 2.7. "Thepre-shape space is the space of all pre-shapes. Formally, the pre-shape
 space Smk is the orbit space of the non-coincident k point set configurations in Rm under the
 action of translation and isotropic scaling" (Dryden and Mardia,2016, ch.3).


Since kZCk= 1, the pre-shape space is a unit hypersphere as


Skm−1 ={x∈Rkm| kxk= 1}. (2.11)



(27)By removing rotation from a pre-shape of a configuration we have the shape of a configuration.


Thus"the shape of a configuration matrix X is all the geometrical information ofX that is
 invariant under Euclidean similarity transformations. The shape of X can be represented by the
 set [X] as follows


[X] ={ZCΓ : Γ∈SO(m)},
 where ZC is the pre-shape of X" (Dryden and Mardia,2016, ch.3).


Note that a shape of a configuration matrix is a set of configuration matrices not a single one.


TheShape spaceis the space of all configurations with the same number of landmarks. Assume
 k-landmark model in Rm. We have overall km coordinates. By reducing m dimensions for
 location, one dimension for scale, and m(m−1)2 for rotation, the dimension of the shape space is


ms=km−m−1−m(m−1)


2 , (2.12)


(Dryden and Mardia,2016, ch.3).



2.3 Manifolds


In Section2.2we saw the shapes and pre-shapes live on hyperspheres. Therefore it is necessary
 to know how to calculate the mean and variation of data on manifolds to analyze the shape
 distributions. In this regard, we describe manifolds and mean data on manifolds.


"A ManifoldM is a space which can be viewed locally as Euclidean space" (Dryden and Mardia,
 2016, ch.3). More precisely,"anm-dimensional manifoldM is a topological Hausdorff space with
 a countable basis such that each point on M has a neighborhood that is locally homeomorphic to
 an open subset ofRm." A one-dimensional manifold is a curve, and a two-dimensional manifold
 is a surface, e.g., sphereS2 is a two-dimensional manifold (Adhikari,2016, ch.1).


There are different ways to define distance on manifolds, but a standard definition comes from
 the Riemannian metric. In this regard, we define tangent space.


If q is a point in the manifold M and γ(t) ∈ M is a differentiable curve where t ∈ R, and
 γ(0) = q. Then the tangent vector at q is γ0(0) = limt→0dγ


dt and the unit tangent vector is
 ξ= kγγ00(0)(0)k. Tangent spaceTq(M) ofM at point q is the set of all tangent vectorsγ0(0) of all
 curves passing throughq (Dryden and Mardia,2016, ch.3).


If x,y ∈ M, the Riemannian distance between x and y is the minimum length over all
possible smooth curves on M connectingx and y. A curve onM that locally minimizes the
length between two points is a geodesiccurve (Fletcher et al.,2004).



(28)Assume a tangent vectorv ∈Tq(M) at pointq. There is a unique geodesicγ(t) on the manifold
 M passing through q, with the initial tangent vectorγ0(0) =v. Then, theexponential map
 from the tangent space to the manifold is Expq(v) = γ(1) and the inverse exponential map
 or the logarithmic map from the manifold to the tangent space is Logq(γ(1)) = v. In a
 neighborhood of zero the exponential map is a diffeomorphism (i.e. map between manifolds
 which is differentiable and has a differentiable inverse). Therefore, the geodesic distance (i.e.,
 Riemannian distance) betweenx andy by assuming xas the base point is given by


dg(x,y) =kLogx(y)k, (2.13)


(Dryden and Mardia,2016, ch.3); (Fletcher et al.,2004).


In a case that the manifold is the unit sphereSm. The geodesic distance is the the arc length of
 the shortest great circle segment connectingxand y, given by


dg(x,y) =cos−1(xTy), (2.14)


(Jung et al.,2012).


Assume q= (0,0,1)T i.e., north pole of the unit sphere. The geodesics at the base pointq are
 the meridians (i.e., great circles) passing throughq. Now, ifv = (v1, v2,0)T is a tangent vector
 inTqS2, then the exponential map to the sphere is given by


Expq(v) =v1.sinkvk


kvk , v2.sinkvk


kvk , coskvk
 T


, (2.15)


where kvk=qv12+v22. The corresponding inverse log map for a pointx= (x1, x2, x3)T ∈S2 to
 the tangent plane is given by


Logq(x) =x1. θ


sin(θ), x2. θ
 sin(θ)


T


, (2.16)


where θ=arccos(x3) is the angle betweenq and x(Fletcher et al.,2004).


Definition 2.8. Theintrinsic meanof a set of pointsx1, ...,xk∈M is a point that minimizes
 the sum of squared Riemannian distances to the given points


µ= arg min


x∈M
 k


X


i=1


dg(x,xi)2, (2.17)


where dg(., .) is the Riemannian distance onM (Fletcher et al.,2004).


The intrinsic mean is known as theFréchet meanbecause the general idea was first introduced
by (Fréchet,1948). To calculate the Fréchet mean, (Fletcher et al.,2004) presented a gradient



(29)descent algorithm (see Algorithm 2.1). The algorithm starts by a point on the manifoldµ0 as
 an initial mean. Next, based on µ0, log maps the data to the tangent space and calculate the
 arithmetic mean of the data on the tangent space. Then, maps back the data to the manifold
 and considers the exponential map of the arithmetic mean as the updated mean. The algorithm
 iterates until the distance between two sequential means become very small.


Algorithm 2.1 Fréchet Mean.


Input: x1, ...,xk∈M


Output: µ∈M, is the Fréchet mean


1: µ0 ←x1,j←0


2: While ∆µ> ε Do


3: µj+1←Expµj(τkPki=1Logµjxi)


4: ∆µ←dg(µj+1,µj)


5: j←j+ 1


(dg is the geodesic distance,τ is the step size usually equal to 1, and εis a small number.)
 Definition 2.9. A differentiable manifold G is a Lie group that forms an algebraic group,
 with the group operations of multiplication and inverse such that


τ : (x, y)→xy :G×G→G,
 ι:x→x−1 :G→G,
 (Fletcher et al.,2004).


Generally, we use Lie groups to define the transformation of smooth manifolds. For example,
 affine transformations, rotations, and scaling ofRm, all form Lie groups. (Fletcher et al.,2004).


Another way to define a mean on the manifold M is to embed M in a Euclidean space, find the
 mean, and then project the mean back to the manifold. The obtained mean is called extrinsic
 mean.


Definition 2.10. Assume the embedding Φ :M →Rm, the extrinsic mean of a set of points
 x1, ...,xk∈M is given by


µΦ= arg min


x∈M
 k


X


i=1


kΦ(x)−Φ(xi)k2,


(Fletcher et al., 2004). Or equivalently, we can calculate the arithmetic mean of Φ(xi) inRm by
 (2.5), and project it on the embedded manifold. Let ϕ(x) :Rm→G be a projection mapping
 to the lie groupG(embedded manifold) asϕ(x) = arg miny∈MkΦ(y)−xk2, then the extrinsic
 mean is


µΦ=ϕ 1
 k


k


X


i=1


Φ(xi)


!
 ,


(Fletcher et al.,2004). For more detail see (Srivastava and Klassen,2002).



(30)
2.4 Shape distances


First we introduce shape distances only for landmark models with configuration matrices, but
 for the m-rep and s-rep, we need to define shape distances in a different manner. (Fletcher et al.,
 2004) proposed an algorithm to find the optimal distance between m-reps. In Section2.5.3we
 follow the same procedure to find the minimum distance for s-reps.


The idea to measure the shape distance is to find the minimum distance between two pre-shapes,
 by rotating or scaling one relative to another. Notice that shape distance is different from
 the distance between data on manifolds. Actually, by transferring two configurations to the
 pre-shape space, it is possible to measure the distance between them, but the obtained distance
 is not necessarily infimum. Therefore, we define shape distance as the infimum distance between
 pre-shapes.


Definition 2.11. The partial Procrustes distance can be estimated by matching the pre-
 shapesZC1 and ZC2 ofX1 and X2 over rotations as closely as possible. Thus,


dp(X1, X2) = inf


Γ∈SO(m)kZC2−ZC1Γk, (2.18)


(Dryden and Mardia,2016, ch.4).


By adding the scaling factor to Equation (2.18) we have the full Procrustes distance.


Definition 2.12. The full Procrustes distancebetween two configuration matricesX1 and
 X2 is


dF(X1, X2) = inf


Γ∈SO(m),β∈R+


kZC2−βZC1Γk, (2.19)


where ZC1 and ZC2 are the pre-shapes of X1 and X2 respectively (Dryden and Mardia,2016,
 ch.4).


Note that scaling factor β in (2.19) is different from the centroid size.


Definition 2.13. Let ZC1 andZC2 be the pre-shapes ofX1 andX2 respectively. Riemannian
 distance of configurationsdρ(X1, X2) is the closest geodesic distance between ZC1 and ZC2
 on the pre-shape sphere where the minimization is carried out by rotation (Dryden and Mardia,
 2016, ch.4).


Note that Definition 2.13 consider the minimum Riemannian distance, and is different from
 Definition2.8.


We consider Riemannian distance of configurations as an intrinsic distance, and partial and
full Procrustes distances as extrinsic distances. The range of partial Procrustes, full Procruste,



(31)and Riemannian distance of configurations are 0≤dF ≤1 , 0≤dp ≤√


2, and 0≤dρ ≤π/2
 respectively (Dryden and Mardia,2016, ch.4).



2.5 Alignment


2.5.1 Alignment of configurations


As we mentioned in Section 2.4, to find the infimum distance between shapes (e.g., Procrustes
 distance), we need to rotate and scale them relative to each other. Therefore, shapes are aligned
 if they have minimized distances. In shape analysis, before taking any actions, we need to align
 the shapes. The main reason is after the alignment, the distances between shapes are minimized
 concerning translation, rotation, and occasionally scaling. We will see in Section 2.5.6that the
 alignment is even more crucial when we attempt to detect the partial differences.


A fast approach to align a set of configuration matrices and estimate the extrinsic mean shape is
 the fullGeneralized Procrustes Analysis(GPA). The purpose of the GPA is to minimize a
 total sum of squares distances of a set of configurations (ofk landmarks) relative to each other.


Thus, we minimize


G(X1, ..., Xn) =Xn


i=1


k(βiXiΓi+1kγiT)−µk2, (2.20)
 with respect to βi, Γi, γi, and µ, where i = 1, ..., n. Then, the Procrustes fits (i.e., aligned
 configurations) are given by


XiP = ˆβiXiΓˆi+1kγˆi, (2.21)
 (Dryden and Mardia,2016, ch.7).


Result 1. The shape of the full Procrustes mean
 ˆ


µF = arg infµ 1
 n


n


X


i=1


d2F(Xi, µ),
 has the same shape as the arithmetic mean of the Procrustes fits


X¯ = 1
 n


n


X


i=1


XiP, (2.22)


(Dryden and Mardia,2016, page.135).


Result1is intuitively important as it shows the full Procrustes mean is obtainable by calculating
 the arithmetic mean of the corresponding landmarks after the alignment.


We became familiar with the shape space of landmak models and PDMs such as SPHARM-PDM.


Now we explain s-rep shape space.
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