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                    square as discussed in (Fong, 2015), and after finding the best fitted curve inverse map data
 from square to the disk but there are cautions about the distance preservation which merit the
 further study.


The spokes’ directions of the fitted s-reps in this thesis have concentrated von Mises distributions.


As a result the application of NLPGA has no superiority over PNG or PGA and we ignore to
 use it.


Figure 3.3: PNS vs. NLPGA.


Left column indicates the PNS means of the fitted small and great circles, Fréchet mean, and NLPGA mean of
 the fitted curve onS2. Middle column shows the NLPCA mean and fitted polynomial on the tangent space.


Right column compares the performance of PNS, PNG and NLPCA.


possible option is to consider each s-rep component separately. First, using PNS to produce
 Euclidean scores (i.e., residuals) from spherical data, namely the pre-shape of skeletal positions
 and the spokes’ directions. Second, compose the scores with the Euclidean data (i.e., logarithms
 of the scale factors and spoke lengths). Finally this composition can be used to present the mean
 and variation of the s-reps. This method is called Composite Principal Nested Spheres (CPNS)
 in (Jung,2011;Pizer et al.,2013) and is discussed in more details in the following.


Note that in this part we follow the similar mathematical notation used in (Jung,2011;Pizer
 et al., 2013). Assume a set of N centered and aligned discrete s-reps{s†1, ..., s†N}, each one with
 ns spokes as defined in Section2.1.3such that


s†i = (Pi,u1(i), ...,uns(i), r1(i), ..., rns(i)), (3.6)
 where Pi = (p1(i), ...,pns(i))T represent the skeletal positions of the ith s-rep, andi= 1, ..., N.
 Since we assumed aligned and centered s-reps, the centroid size of Pi is γi =qPnj=1s kpj(i)k2.
 Let ∀i, PCi=Pi/γi be the scaled skeletal positions ofPi. The centroid size ofPCi is 1 thus,PCi
 is the pre-shape of Pi (see Equation2.10).


We know from Section2.5.2that the space of the skeletal positions is a hyperspherePCi∈S3ns−1.
 Therefore we can use PNS to analyse the skeletal position of N s-reps. By using PNS we obtain
 principal scores as anm×N matrixZ = (zki) wherem=min(N −1,3ns−1) is the number of
 nontrivial components, and zki is theith sample’s deviation from the PNS mean along thekth
 principal subsphere. The principal nested spheres can be represented by a collection of axes and
 radii as


{(v1, ρ1), ...,(v3ns−2, ρ3ns−2),v3ns−1}.


Sinceγi ∈R+, we use the geometric mean ¯γ = (QNi=1γi)N1 to defineγi∗=log(γi/γ¯). Hence, the
 scale factors are normalized by their geometric mean. Let γ= (γ1∗, ..., γN∗ )T denotes a vector of
 all scale factors. To incorporate the correlation between pre-shapes and scale factors we scale Z
 by


Zs= ¯γ






 Z
 γ








(m+1)×N


.


In this way, the normalized scale factor ofith sample is located below the corresponding column
 of Z.


Spoke directions are spherical data, so for thejth spoke direction the PNS input isuj(i)∈S2,
i= 1, ..., N. We obtain principal scores as a 2×N matrixZSj = (zkiSj)i=1,...,Nk=1,2 . The principal
nested spheres can be represented as a collection of two axes and a radius{(v1j, ρj1),v2j}.


Spoke lengths can be treated just like the scale factors. Let ¯rj = (QNi=1rj(i))N1 be the geometric
 mean of the spoke lengths and definer∗j(i) =log(rj(i)/r¯j) and R∗j = (rj∗(1), ..., r∗j(N))T. Now
 we can scale the score variables ZSj andR∗j by multiplying with ¯rj.


Data are Euclideanized and commensurate, and we can compose them in a Euclidean matrix.


Composite space


We compose the s-rep Euclideanized data from the previous Section 3.5in a matrix as follows


Zcomp =



















































 Zs


¯
 r1ZS1


...


¯
 rnsZSns


¯
 r1R∗1


...


¯
 rnsR∗ns





















































−→


−→


...


−→


−→


...


−→


(m+ 1)×N
 2×N
 ...


2×N
 1×N
 ...


1×N


(skeletal positions and scale f actors)
 (1st spoke direction)


...


(nsth spoke direction)
 (1st spoke length)
 ...


(nsth spoke length)


, (3.7)


where columns of Zcomp belong to the vector spaceEcomp ⊂Rm+1+3ns.


Similar to PCA we can form the covarience matrix N−11 ZcompZcompT =UΛUT where columns of
 U are the principal components and the diagonal elements of Λ are the eigenvalues ofZcomp.
 Again the eigenvectors and corresponding eigenvalues represent the direction and magnitude of
 data variation in the space ofEcomp. Note that the mean of theZcomp is at the origin of Ecomp


because the Zcomp variables are centered (Jung,2011;Pizer et al.,2013;Jung,2014).


3.5.1 Composite Principal Nested Great Sphere (CPNG)


In Section 3.3.1we introduced PNG. By substituting PNS with PNG in CPNS, we have CPNG.


In practice, CPNG is a faster approach in comparison with CPNS. Because it avoids a sequential
testing procedure to check whether a small or great sphere is a good choice. Besides, CPNG
assures better permutation test correspondence because it guarantees correspondences between
PNS decompositions for each iteration (permutation is discussed in Section 4.3). However, we
show in Section 4.4, because of the cost of computation, applying permutation with CPNG for
s-reps with a large number of skeletal positions is not reasonable (e.g., for 10000 permutation
we need 8772 hours, see Table 4.2). Moreover, in this study, CPNS and CPNG have no
superiority over PGA to capture the s-rep data (see Figure 5.3). Thus, we use CPNG only for
the classification but not the permutation.


3.5.2 s-rep classification based on CPNG


The objective of this study is the hypothesis testing. However, we briefly discuss s-rep 
 classifica-tion.


As we explained in Section 3.5, columns of the Zcomp matrix (3.7) belongs to the Euclidean
 space Ecomp. In this regard, we consider Ecomp as a feature space and the columns of Zcomp as
 the feature vectors. Each column ofZcomp is associated with a unique s-rep. If we have two or
 more groups of s-reps, we can form a pooled Zcomp and label the columns of the pooled matrix
 to indicate the group that each s-rep belongs to it. Now we can implement different methods of
 classification (e.g., Bayesian classifier).


Note that in the classification problem, we deal with a High Dimensional Low Sample Size
 (HDLSS) problem because the dimension of the feature space is higher than the number of
 available samples. Therefore, applying common classification techniques like Support Vector
 Machin (SVM) might be inappropriate as we may encounter data piling issue. (Marron et al.,
 2007) introduced Distance Weighted Discrimination (DWD) to overcome the data piling obstacle
 in SVM. (Hong, 2018) applied DWD and SVM to classify the s-rep data. Similarly in this work,
 we use both methods to classify the s-reps.


Detail of the SVM and DWD algorithms is beyond the scope of this work. For more detail see
(Marron et al.,2007), (Pennec et al.,2019, ch.6), and (Theodoridis,2015, ch.11).



Hypothesis Testing


In this chapter, we discuss parametric and non-parametric hypothesis testing approaches to
 compare the mean of two data sets. Next, we extend the non-parametric approach to find
 locational differences between the GOPs of two groups of s-reps. We then discuss the global
 test based on empirical p-values. Also, we introduce a parametric approach for s-rep hypothesis
 testing under the normality assumption. Finally, we propose a method of hypothesis testing
 independent from the alignment.



4.1 Overview of hypothesis testing


For the hypothesis testing, assume we have two independent random samplesA1 ={x1, ...,xn1}
 and A2 ={y1, ...,yn2} from distributionsFA1 and FA2 respectively. Then the objective is to
 test the null hypothesis H0 :FA1 =FA2 against alternative H1 :FA1 6=FA2. In other words,
 under the null hypothesis,A1 andA2 and the pooled sampleA=A1∪A2 are all from the same
 distribution FA1. Moreover, under the null hypothesis, any subsetA∗1 ⊂A of sizen1 from the
 pooled sampleA, and its complement A∗2 =A\A∗1, represent independent random samples from
 distributionFA1. Let T be a two-sample statistic that measure the distance between FA1 and
 FA2 (e.g., T =kµFA


1 −µFA


2k distance between sample means). Without loss of generality, we
 can consider large values of test statistic T support the alternative FA1 6=FA2 (Rizzo, 2007,
 page.219).


In this study, we focus on testing the mean of the populations. The general form of the hypothesis
 test can be expressed as follows


H0:µA1 =µA2 vs. H1 :µA1 6=µA2.


41


4.1.1 Parametric vs. non-parametric approach


The parametric approach is based on making assumptions about the distributions and relative
 parameters. In contrast, the non-parametric approach does not make such assumptions. The
 Student’s t-test (known as t-test) is an example of the parametric approach. Assume random
 samples from normal distributions with equal variances x1, ..., xn1 ∼ N(µx, σ2) and y1, ..., yn2 ∼
 N(µy, σ2). Then, a classical parametric approach to test the hypothesis H0 : µx = µy vs.


H1:µx 6=µy is a two-sample t-test. The test statistic is
 T = x¯−y¯


Sp


q 1
 n1 +n12,


where ¯x= n11 Pni=11 xi and ¯y= n12 Pni=12 yi are the arithmetic means of the samples. The pooled
 standard deviation is given by


Sp =


s(n1−1)Sx2+ (n2−1)Sy2
 n1+n2−2 ,


where Sx2 = n11−1Pni=11 (xi−x¯)2 and Sy2 = n21−1Pni=12 (yi−y¯)2 are unbiased estimators of the
 variances.


Under the null hypothesisH0,T follows the Student’s t-distribution T ∼t(n1+n2−2). If the
 obtainedT is unlikely we reject null hypothesis. For more detail see (de Winter and Cahusac,
 2014, ch.6).


To reject the null hypothesis, we need a scale to measure how much T is unlikely or extreme.


For this purpose, we define p-value and level of significance.


4.1.2 p-value


As an informal definition, "a p-value is the probability under a specified statistical model that
 a statistical summary of the data would be equal to or more extreme than its observed value"


(Wasserstein et al., 2016). Thus, by assuming α as a significance level of the test, we reject
 the null hypothesis when p-value< α. As an example, the p-value for two-sample t-test can be
 defined asp-value=P(|T|> Tobs|H0), where Tobs is the observed test statistic.


The significance levelαis the probability of making a type I error. In other words, the probability
that we falsely reject a true null hypothesis (Kim and Bang,2016). In most cases, it is acceptable
to considerα∈[0.01,0.05]. Still, in multiple comparisons problem (see Section4.2), to control
false positives, we need to define the significance level.
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