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                                                                                        4.7 Hypothesis test independent from the alignment

                                                                4.7.1 Hypothesis test with distance

                                
                    Whether we choose a distance matrix or a force matrix, the hypothesis test that we provide
 has the same procedure. Therefore, for simplicity, we focus on the distance matrix with the
 Euclidean distance. Note that for s-rep analysis, we substitute the Euclidean distance matrix
 with the geodesic distance matrix to analyze spokes’ directions.


Any infinitesimal change in the position of a landmark is traceable from the distance matrix.


In other words, if we transform shape to another one, during the transformation, the elements
 of the distance matrix start to change. The change is traceable, so we can find which points
 have more effect on the transformation based on the differences between the initial distance
 matrix and the last one. For example, in Figure 4.1we can see, by transforming the shape 1 to
 the shape 2 which are different in one landmark, the corresponding distance matrices become
 different in the row and column associated with that landmark (i.e., here landmark number 1).


Figure 4.1: Distance matrices.


Left: Similar shapes with the difference in the first landmark. Right: Distance matrices highlight the difference of
 distances associate to the first landmark. (Illustrated shapes are modified version of female gorilla skull sample


no.1, taken from (Dryden,2018))


Assume two sets of k-landmark models A1 = {X1, ..., Xn1}, and A2 = {Y1, ..., Yn2}. Let
 {DX1, ..., DXn1}A1, {DY1, ..., DYn2}A2 be the corresponding sets of distance matrices. Then,
 (DXi)rs and (DYj)rs represent the elements of two 3D-arrays of distances wherei= 1, ..., n1 ,
 j= 1, ..., n2, and r, s= 1, ..., k. The 3D-arrays contain all distances of A1 andA2 in a form of
 arranged distance matrices. We designk2 partial tests based on the distance between pointsr
 and sas follows


H0(rs) :µ {(DXi)rs}ni=11 =µ {(DYj)rs}nj=12 vs.H1(rs) :µ {(DXi)rs}ni=11 6=µ {(DYj)rs}nj=12 .
 The calculation of the mean depend on the distance measure, and if we consider Euclidean
 distance the geometric mean might be preferred.


If we assume the distances are normally distributed then we can apply t-test and assignprs as the
p-value associated with the distance between points r and s. (N.B. in the absence of normality
assumption, we can apply a permutation test). By applying the same hypothesis test for all
pairs of points, we form a squarep-value matrix (Π)rs, r, s= 1, ..., k. Each row of Π corresponds
to the distances of a landmark to all the other landmarks. By having the significant distances at


α level, we count the number of significant elements of Π in each row, and associate the number
 as a rank to the corresponding point. By this method, we rank all the points of the model in a
 way that the points with higher rank have more significant connections with other points among
 the population. Note that by considering Euclidean distance, we haved(xi,xj) =d(xj,xi), but
 this reciprocal relation betweenxi andxj is not necessarily true in a case of using force or other
 types of distances. For example, a point may impose greater forces to the other one depending on
 the force definition so F(xi,xj)6=F(xj,xi). Also, in the directed graph, the distance definition
 between two points is based on the graph directions andd(xi,xj)6= d(xj,xi) (e.g., the distance
 that one travels from the home to a shopping center is not the same as shopping center to home
 depending on the road he/she chooses).


In general Π has diagonal elements equal to 1 and contains k2−k p-values. By considering
 Euclidean distance, Π becomes symmetric with k22−k p-values. Also, it is possible to adjust the
 obtainedp-values as described in Section4.2.1 and based on the FDR rate count the significant
 adjustedp-values. To elaborate more, the Euclidean distance Π is symmetric and can be shown
 as Π =UT +I+U, whereU is an upper triangular matrix with diagonal elements equal to zero,
 andI is the identity matrix. By ignoring the zero elements we can adjust the remaining part of
 U (i.e., unique p-values). The adjusted p-value matrix can be shown as Πadj =UadjT +I +Uadj,
 where Uadj is U after the adjustment. Then we count the number of adjusted p-values smaller
 than the FDR rate in each row. Figure4.2illustrates the workflow.


Figure 4.2: Workflow of the hypothesis test independent from alignment.


Two groups of shapes Group A and Group B with 7 landmarks are identical except in one landmark. Test shows
 one point with 6 significant distances and 6 point each one with one significant distance.


(The illustrated groups of shapes are modified version of female gorilla skulls taken from (Dryden,2018)).


KDE on p-values


Counting the number of significant distances is not suitable, specifically in shape analysis. The
reason is after removing scale, we may need to reduce the level of significance extremely to
capture any differences. Another possible option is to rank the landmarks based on the smallest


p-value obtained from the combined test (e.g., Fisher combination test from Section4.6.3). Again
 this method is not appropriate since a point with only one extremely significantp-value could
 be ranked before the points with multiple small p-values but without an extreme one. In this
 regard, we introduce a method based on kernel density estimation (KDE).


In feature spaceRm we express the KDE of a sample x1, ...,xn∈Rm as
 fˆ(x) = 1


nhm


n


X


i=1


K


xi−x
 h



 ,


where K : Rm → R is the kernel function and h is the smoothing parameter known as the
 bandwidth (Terrell and Scott, 1992). By choosing K as a Gaussian probability distribution
 function (pdf) then we have the KDE method known as Parzen approximation as


fˆ(x) = 1
 nhm


n


X


i=1


1


(2π)m/2 exp −(x−xi)T(x−xi)
 2h2


!


. (4.12)


(Theodoridis,2015, ch.3).


Note that in (4.12), 0<exp − (x−xi2h)T2(x−xi)≤1 thus, the maximum possible value of ˆf(x) is
 1/(hm(2π)m/2).


Let p(i) = {pi1, ..., pik}, where pi1, ..., pik are the ith row elements of the p-value matrix Π,
 i= 1, ..., k. Assume p(i)∪ −p(i) (mirrored p-values) as a set of one-dimensional data points in
 [−1,1]. We calculate ˆfi(0) by (4.12), where ˆfi(0) is the KDE of p(i)∪ −p(i) at zero, and the
 maximum possible value of ˆfi(0) is 1/(h√


2π). Therefore, we have a set of estimated KDEs
 fˆ1(0), ...,fˆk(0), which based on their magnitudes we can rank the landmarks. For this purpose,
 let κ = 1/(h√


2π) +ε where ε  1 and divide the interval [0, κ] into b ∈ N sub intervals
 [0,κb), ...,[(b−1)κb , κ]. Then, the rank of the landmark li is j if ˆfi(0)∈[(j−1)κb ,jκb ), j∈ {1, ..., b}.
 This test could be applied with or without removing scale. To remove scale, we can use GPA to
 minimize the scale among the population. Alternatively, to be independent of the Procrustes
 analysis we can scale shapes by their centroid size (see Equation (2.10)).


Note that it is possible to apply this method for the adjusted p-values but, since the nature
 of this method is based on ranking the GOPs rather than classifying them as significant and
 non-significant, we prefer to use raw p-values.


For the visualization, we can define a color map based on the rank of the landmarks (see Figure
 4.4).


Pros and cons Hypothesis test with distance is a powerful approach for shapes as it includes
all possible distances between points. But, it is a weak test when the two groups are symmetric


relative to each other. For example, beaks of pied avocet, and white-faced ibis (two types of
 birds) are relatively symmetric as one turned upward and the other downward (see Figure4.3).


Possibly, by removing scale, the hypothesis test with distance is incapable of detecting differences
 even though they are apparent. To overcome this issue, we can add more landmarks to the
 object to violate the symmetry. In bird example, it can be done by adding a landmark to the
 bird’s neck.


Figure 4.3: Symmetric objects.


Illustration of 3-landmark models of a white-faced ibis at left and a pied avocet at right.


Another intrinsic shape property is the angles between the landmarks which is invariant under
the act of rotation, translation, and scale. In this regard, we propose a hypothesis testing method
to find the significant landmarks based on the analysis of the angles.
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