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(5)This thesis investigates possibilities for applying automatic video analysis in
 the medical context ofresuscitation of a patient. Two situations are investi-
 gated: 1) Out-of-hospital cardiac arrest (OHCA) where there is a need for
 cardiopulmonary resuscitation (CPR) and 2) newborn resuscitation where
 the newborn is in need of various resuscitation activities, such as stimulation
 and ventilation support. Both situations suﬀer from high mortality rates
 and measurement of resuscitation parameters and activities to evaluate
 if the performed resuscitation complies with the recommended guidelines,
 could contribute to ensure provision of quality treatment. Currently there
 are no clinical solutions utilizing automatic video analysis to improve the
 quality of the resuscitation in the two situations approached in this thesis.


In this work, conventional image processing methods, such as segmen-
 tation and frequency analysis approaches have been used to perform mea-
 surement of the CPR quality during simulated OHCA situations. The
 methods for measurement of chest compression rate and CPR summary
 parameters are implemented in a smartphone app which performs real-time
 measurements and communicate the information to a webserver that could
 be monitored by the emergency unit. The system performance is satisfac-
 tory with accurate measurements and could add valuable information to
 the communication between the caller and the emergency unit in OHCA
 situations.


Deep learning and convolutional neural network (CNN) approaches have
 been used for activity recognition from newborn resuscitation videos. The
 proposed system,ORAA-net, is a two-step approach consisting of 1) Object
 detection and Region proposal using a 2D CNN and post-processing, and 2)
 Activity recognition and generation of Activity timelines using 3D CNNs.


The system provides promising results on a dataset of noisy low quality
newborn resuscitation videos. By detecting and quantifying the amount
of the relevant activities for each episode, a better understanding of the
eﬀect of the diﬀerent resuscitation activities can be achieved, and poten-
tially contribute to optimize patient treatment in newborn resuscitations
situations.
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Introduction


Everywhere we go we are practically surrounded by cameras. Statistics
 from 2019 show that there are around 3.3 billion smartphones in the world
 [1]. Most of the users of these devices carry them at all times making it
 possible to video record whatever he or she might come across. In addition
 to smartphone cameras we are also surrounded by closed-circuit television
 (CCTV) cameras, especially in larger cities where you are likely to ﬁnd one
 on every corner. According to a BBC report, the Republic of China had
 170 million CCTV cameras in 2017, with a plan of more than tripling the
 amount of cameras by the end of 2020 [2].


With this huge amount of cameras, or sensors, and the computational
 power currently available, the possibilities of retrieving information from
 images and image sequences are exceedingly large. In a short sequence of
 images recorded with a standard smartphone camera, or a CCTV camera,
 one could for example extract information that is impossible for the naked
 eye to see. Freeman et al. demonstrated that conventional signal processing
 methods, such as frequency analysis and frequency altering, could be used
 to reveal subtle changes, e.g skin color changes due to the pulsating blood
 ﬂow under the skin [3, 4] and sound recovery from video recordings of small
 object vibrations caused by sound waves [5].


In recent years other less conventional methods for image and video
 analysis have become extremely popular in the community. Deep learning
 with large neural networks has demonstrated its ability to outperform
 conventional image processing methods in ﬁelds such as object detection
 [6, 7], the task of recognizing and localizing objects in a image, and activity
 recognition [8, 9], the task of recognizing the content in a video. Although
 the concept of neural networks has been around for several decades, it was in
 2012 when a deep neural network (DNN) proposed by Krizhevsky et al. [10]


won the ImageNet competition1 by a signiﬁcant margin over conventional


1http://image-net.org/challenges/LSVRC/



(18)image processing and machine learning methods, the popularity of DNNs
 really escalated in the image processing community. Krizhevsky‘s paper
 now has over 50 000 citations.



1.1 Video Analysis in Medicine


Cameras have a long history in the ﬁeld of medicine. For decades they have
 been actively used in surgery, with the aim of providing decision support
 by visualizing the inside of the patient [11, 12]. Medical imaging can also
 be considered as a type of video analysis when you study a sequence of
 images to capture temporal changes. One example is angiography where we
 could visualize the blood ﬂow through arteries by injecting a contrast ﬂuid
 into the blood stream and by studying sequential medical images, such
 as X-rays. This allows us to estimate the velocity of blood streams [13]


and to diagnose and treat blockages in the arteries. Another example is
 Computed Tomography (CT) perfusion where the aim could be to recognize
 ischemic stroke in the brain [14]. Here, contrast ﬂuids are injected to the
 cubital vein, and by analyzing CT images and the passage of contrast ﬂuid
 over time in diﬀerent sections of the brain, potential stroke areas could be
 recognized.


Video cameras also play an important part in patient and scene monitor-
 ing. Monitoring a patient or a scene and recognizing relevant activities can
 be used to ensure that the patient is provided with quality treatment at
 any time, or to recognize if the patient is in need of immediate assistance.


In addition, if the video recordings are collected and stored they could be
used in further analysis to develop automatic systems that could optimize
simulation, practice and guidelines for similar situations. Such automatic
systems, e.g an annotation tool, could make it possible to quantify large
amounts of data and information that could be impossible or very diﬃcult
to extract manually. As an example of patient monitoring, in Tveit et
al. our research group demonstrated that small respiratory motions on
newborns can be captured by estimating the local phase and amplitude
of an image using the Riesz transform [15]. This allows us to monitor
the respiratory rate and to detect if the newborn stops breathing without
the use of expensive medical equipment. In the topic of scene monitoring
in medicine, passive radio-frequency identiﬁcation (RFID) tags attached
to relevant objects have been suggested for object tracking and activity
recognition by others [16, 17, 18]. As suggested by Chakraborty et.al, a



(19)similar activity recognition and scene analysis could also be carried out
 using video cameras and conventional signal processing methods such as
 object segmentation and a Markov Logic Network model [19].



1.2 Video Analysis in Resuscitation


A medical context where automatic video analysis could be highly beneﬁcial
 is during resuscitation - the process of correcting physiological disorder,
 such as lack of breathing or circulation of blood, in a patient. When
 resuscitating a patient it is crucial to constantly provide the patient with
 quality treatment to have a chance of preventing a negative outcome. Using
 a camera as a sensor to recognize activities related to the resuscitation
 situation, could contribute to ensure this.


In this thesis two diﬀerent situations where it is crucial to provide the
 patient with quality resuscitation have been investigated:


• Out-of-hospital cardiac arrest resuscitation - The patient suﬀers from
 loss of mechanical cardiac function and the absence of blood cir-
 culation. This causes lack of oxygen supply to vital organs, such
 as the brain, and can quickly lead to brain damage or death. The
 resuscitation normally involves basic life support and a deﬁbrillator to
 shock the hearth to restore its normal rhythm. The basic life support
 consists of continuous chest compressions (CCs) to circulate blood
 and rescue breaths to provide the patient with oxygen.


• Newborn resuscitation - Complications during birth, such as a com-
 promised placenta during uterus contractions, or the umbilical cord
 being squeezed, could cause insuﬃcient oxygen supply to the fetus.


As a consequence, the newborn may suﬀer fromhypoxia, the newborn
 being deprived of oxygen, which could further lead toasphyxia, the
 loss of consciousness due to lack of adequate oxygen delivery to the
 tissue [20]. This is often referred to as birth asphyxia or perinatal
 asphyxia and can quickly lead to organ failure, brain damage or death.


The resuscitation involves opening airways (suctioning), stimulation,
bag-mask ventilations, chest compressions and adrenaline injection.
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1.3 Out-of-hospital Cardiac Arrest Resuscitation


This section presents the motivation, background, previous work, and the
 objective for automatic video analysis in out-of-hospital cardiac arrest
 situations.


Figure 1.1: A bystander performing cardiopulmonary resuscitation (CPR) in a simulated
 patient cardiac arrest situation. Image reproduced with permission from Laerdal Medical
 (www.laerdal.com).


1.3.1 Motivation


One of the major mortality challenges globally is out-of-hospital cardiac
arrest (OHCA) [21]. Between 370,000-740,000 OHCA incidents occur each
year in Europe alone, and only 7.6 % survive [22]. It is crucial to limit
the time from collapse to the patient being resuscitated for survival, and
there is a high focus on low response times of emergency medical services
(EMS) [23]. A majority of EMS treated OHCAs are bystander witnessed
[24] and if the bystander initiate cardiopulmonary resuscitation (CPR)
with correct chest compression rate and correct chest compression depth
in the ﬁrst few minutes of the cardiac arrest, the probability of patient
survival can be doubled or tripled [25]. Statistics show that 70 % of the
OHCAs happen in homes [25], meaning the bystander is often in close
relation with the patient and could experience the situation as extremely
stressful [26]. As a consequence, the bystander could ﬁnd it very diﬃcult to
perform quality CPR, even though he or she is familiar with, and trained
in CPR. Studies have shown that telephone-assisted CPR (T-CPR), where
the bystander communicates with a dispatcher at the emergency unit, has
a positive eﬀect by getting more callers to start CPR and by coaching



(21)callers to provide quality CPR [27, 28, 29]. Furthermore, by letting the
 bystander receive feedback on his own CPR performance has been shown to
 improve CPR quality [30, 31, 32, 33]. Thus, it is highly reasonable to think
 that combining T-CPR with CPR feedback may improve CPR quality and
 survival from OHCA.


The high density of smartphones and smartphone users in the world [1]


makes these devices a good candidate as a tool for assistance in OHCA
 situations. The smartphone camera can be used as a sensor measuring the
 CPR quality of the resuscitation performed by the bystander, and provide
 valuable additional information to the dispatcher.


1.3.2 Background and Previous Work


In a recent statement from the American Heart Association (AHA), the use
 of digital strategies to improve healthcare in general and to document its
 eﬀect is encouraged [34, 35]. Hand held devices providing the bystander with
 CPR quality measurement by utilizing an accelerometer to measure CPR
 metrics, are currently available [36, 37, 38]. A challenge with these devices
 is to get the users to carry it with them at all times. Smartwatches have a
 built-in accelerometer, and has been suggested as a tool for measuring CPR
 metric [39, 40, 41]. However, a very small percentage of the population wears
 a smartwatch at all times. The smartphone, on the contrary, does not suﬀer
 from these limitations. In recent years, smartphone applications have been
 developed for CPR quality measurement and to support learning [42, 43],
 and to help communicate the location of an emergency to the emergency
 unit [44]. In addition, there are publications describing the use of the
 accelerometer in smartphones to measure CPR metrics [43, 45, 46, 47, 48].


Smartphone solutions utilizing the accelerometer require the smartphone
 to be held on the patient‘s chest or strapped to the bystander‘s arm while
 performing CPR. These solutions may be more suited for training than for
 actual emergencies since buttons causing phone connection interruptions
 with the emergency unit can accidentally be pressed when performing the
 chest compressions. Using the smarthpone camera as the sensor allows the
 smartphone to be placed safely on the ground. This avoid the risk of phone
 call interruptions, but also ensures that the microphone and loud speaker
 is not covered.


Besides from a small oﬀ-line study by Frisch et al. [49] we have found no
other published work or products from other groups that utilize the smart-
phone camera when measuring compression rate. Frisch et al. proposed



(22)to position the smartphone between the bystander and the patient when
 measuring the compression rate. Since the bystander usually positions
 his body and knees as close to the patient as possibly in order to more
 easily provide quality chest compressions, we consider this smartphone
 position less suited for real emergencies. Frisch‘s solution for measuring
 the compression rate is also based on analyzing changes in thewholeimage
 frames instead of using a region of interest that only include the bystander
 performing the CPR. This is a very simple approach that would have large
 diﬃculties measuring compression rate from other smartphone positions in
 situations where disturbances, such as other bystanders, are present.


Our research group has earlier presented an application utilizing the
 smartphone camera to estimate the compression rate and provide feedback
 to both the bystander and the dispatcher [50]. The solution is based on
 positioning the smartphone ﬂat on the ground on theopposite side of the
 patient. The application performs detection in a dynamic region of interest,
 but suﬀered from accuracy issues when challenged with disturbances, like
 bystanders having long loose hair and in cases of other bystanders moving
 around the emergency scene.


In the topic of measuring chest compression depth, we have found no
 other work that attempts to model the bystander movement and measure
 the compression depth using a smartphone-on-the-ﬂoor solution.


1.3.3 Objective


The main objectives of implementing smartphone camera video analysis in
 out-of-hospital cardiac arrest resuscitation are to investigate the possibilities
 of:


• accurately measuring the CPR quality in real-time using a smart-
 phone on-the-ﬂoor solution. This includes the chest compression rate
 and the chest compression depth, meaning how fast and hard the
 bystander compresses the patient‘s chest. The guidelines recommend
 the compression rate to be in the range of 100-120 compression per
 minute (cpm) and the compression depth to be between 50 and 60
 mm [51].


• implement methods for noise handling, i.e when the bystander per-
forming the chest compression has long loose hair or if other by-
standers are moving around in the scene.



(23)• providing visual feedback to both the bystander and the dispatcher
 in real-time.


• estimation of CPR summary parameters, like time to ﬁrst compres-
 sions, total compression time, time without compressions, average
 compression rate and the total number of compressions


Figure, 1.2 gives an overview of the proposed solutions for the listed
 objectives using a smartphone lying on the ground. Video frames from the
 camera are utilized in algorithms for measurement of chest compression
 rate, chest compression depth and CPR summary parameters. Thereal-
 time feedback section illustrates how the feedback can be received by the
 bystander through a smartphone application and on a webserver for the
 dispatcher at the emergency unit. The solution for measurement of chest
 compression rate handles the issues with the previous proposed methods
 [49] [50], discussed in the Background and Previous Work section, by
 implementing methods for noise handling. As indicated with the arrows,
 the proposed solution for chest compression depth is not implemented in
 the feedback system.


  






 


Figure 1.2: An overview of the proposed system for automatic video analysis in out-
of-hospital cardiac arrest situations. Video frames from the smartphone camera are
utilized in algorithms for measurement of chest compression rate, chest compression
depth and CPR summary parameters, and thereal-time feedbacksection illustrates how
the feedback can be received by the bystander through a smartphone application and on
a webserver for the dispatcher at the emergency unit.
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1.4 Newborn Resuscitation


This section presents the motivation, background, previous work and the
 objective for automatic video analysis in newborn resuscitation.


Figure 1.3: Image example from a video recording of a newborn resuscitation.


1.4.1 Motivation


Globally, one million newborns die within the ﬁrst 24 hours of life each
 year. Most of these deaths are caused by complications during birth and
 birth asphyxia, and the mortality rates are highest in low-income countries
 [52]. As many as 10-20 % of newborns require assistance to begin breathing
 and recognition of birth asphyxia and initiation of newborn resuscitation
 is crucial for survival [52, 53, 54]. The treatment could include bag-mask
 ventilations, stimulation, suction, and chest compressions. International
 guidelines on newborn resuscitation exist, however, the importance and
 eﬀect of the diﬀerent treatments are not fully explored. A thorough analysis
 of the eﬀect the diﬀerent resuscitation activities have on the newborn
 outcome could potentially allow us to optimize treatment guidelines.


Safer Births2 is a research project aiming to establish new knowledge
 on how to save lives at birth, and as a part of the project data have
 been collected during newborn resuscitation episodes at Haydom Lutheran
 Hospital in Tanzania since 2013. The collected data contain video recordings,
 ECG and accelerometer measurements from a heart rate sensor (HRS)
 attached to the newborn, measurements of pressure, ﬂow and expired CO2


2www.saferbirths.com



(25)from a bag-mask resuscitator (BMR) and information on the newborn,
 like outcome and the type of birth. The data material make it possible
 to develop an automatic system for recognition of newborn resuscitation
 activities, and for creating activity timelines with information on when the
 diﬀerent activities occur in each resuscitation episode. Further, a thorough
 analysis of the created timelines together with the condition of the newborn
 during resuscitation and knowing the outcome, could provide important
 insight about diﬀerent eﬀects of the resuscitation. In addition, other
 implementations of such a system could be used on-site as a i) debrieﬁng
 tool, summarizing the activities with no need to study video recordings
 and ii) as a real-time feedback system.


1.4.2 Background and Previous Work


Our research group has previously proposed an activity detector for the
 newborn resuscitation episodes based on the recorded HRS and BMR
 signals [55, 56]. The detector discriminated the activities stimulation,
 chest compressions and other with a accuracy of 78.7 %. Stimulation and
 chest compressions are therapeutic activities, whereasother would include
 moving and drying the baby, touching the HRS etc. These activities would
 result in movement in the HRS, and thus be visible in both the ECG and
 the accelerometer signals, but are not considered therapeutic activities or
 treatment of the newborn. Using automatic video analysis of the video
 recordings during the resuscitation episodes could potentially improve the
 performance achieved using the HRS and BMR signals. Furthermore, video
 analysis could possibly detect activities and information that are diﬃcult or
 impossible to detect from the ECG and accelerometer signals. One example
 is the important therapeutic activity issuction where a suction device is
 used to remove mucus from the nose and mouth of the newborn. Other
 examples can be if the HRS is attached to the newborn or not, and how
 many health care providers (HCPs) are present.


The importance of video analysis of newborn resuscitation episodes has
 been well documented for both evaluation and training purposes [57, 58,
 59, 60, 61]. However, manual inspection and annotation are very time
 consuming, and limit the amount of data that can be thoroughly analyzed.


In addition, a manual inspection entails privacy issues. Thus, there is
 a need for automatic video analysis of such resuscitation episodes. In
 the topic of activity recognition in newborn resuscitation, Guo et.al [62]


proposed an activity detection system for newborn resuscitation videos



(26)based on DNN and linear Support-Vector Machines (SVMs). Their dataset
 included 17 videos recorded with a frame rate of 25 frames per second (FPS)
 at a hospital in Nepal, and the group aimed to recognize the activities
 stimulation, suction, ventilation and crying by performing analysis on
 individual frames. The pre-trainedFaster RCNN network and the object
 classPeople were used to propose areas involving the newborn, and motion
 salient areas were further used as input to two pre-trained Convolutional
 Neural Networks (CNN) from [63] designed to extract motion and spatial
 features. Further, the features were combined and used as input to linear
 SVMs, trained on their own dataset, to detect the activities.


The proposed method in Guo et. al. [62] would suﬀer from limitations
 when the newborn is covered and in recognition of activities that are not
 newborn position dependent. In addition, some activities require a temporal
 analysis to be recognized and analyzing individual frames would most likely
 not be suﬃcient for these cases.


1.4.3 Objective


The collected video recordings can be used in automatic video analysis
 and the main objective is to quantify the sequence of activities, especially
 therapeutic activities, performed from the time of birth until the end of
 resuscitation. This would make it possible to compare and evaluate a
 large amount of resuscitation videos. To be able to do that we need to
 automatically recognize the ongoing activities in the videos, and create
 activity timelines. The activities of interest include:


• Bag-mask ventilations: Respiratory support by using the BMR.


• Suction: Removal of mucus from nasal and oral cavities using a
 suction device (SD).


• HRS attached to newborn or not.


• Stimulation: Warming, drying, and rubbing the newborns‘s back.


• Chest compressions. Keep oxygenated blood ﬂowing to the brain and
 other vital organs.


• Number of health care providers present.


• Newborn wrapped in blanket or not.



(27)Figure 1.4 illustrates how these activity timelines are generated in this
 thesis work using DNNs in a two-step approach; 1) by detecting objects
 relevant for the activities and proposing regions for furthertemporal analysis,
 and 2) by using other DNNs to perform activity recognition on the detected
 regions. The proposed system and architecture is namedORAA-net - short
 for the 4 main steps in Figure 1.4. TheORAA-net architecture could allow
 us to recognize activities overlapping in time and to handle the challenges
 with the previous proposed solution for activity recognition in newborn
 resuscitation, discussed in theBackground and Previous Work section. In
 addition, by searching for activities in regions surrounding the objects
 that are speciﬁc for the activities, we could, potentially, recognize activity
 sequences that would else be diﬃcult to detect.
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Figure 1.4: An overview of the proposed system, ORAA-net, for activity recognition
and timeline generation from newborn resuscitation videos. Step 1: An object detector
detects relevant objects in the video frames and regions to further analyze are proposed
by post processing the detections. Step 2: activity recognition is performed by analyzing
the regions over time and activity timelines for each activity are generated as the ﬁnal
output.
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1.5 Contributions and Thesis Outline


1.5.1 Main Contributions


The contributions from this 3,5-year work are presented in 6 scientiﬁc papers
 - 3 conference papers and 3 journal papers. An overview of the papers and
 the connection between them are shown in Figure 1.5. The approach for
 video analysis in out-of-hospital cardiac arrest (OHCA) resuscitation is to
 utilize conventional signal and image processing methods well suited for real-
 time analysis, such as frequency analysis and segmentation. The approach
 for video analysis in the newborn resuscitation utilizes less conventional
 methods like DNN approaches to solve the task.


To the left in Figure 1.5 we have the four papers involving the video anal-
 ysis in OHCA resuscitation situations. In paper 1 (conference, ISPA 2017) a
 system for robust measurement of chest compression rate is presented. This
 system handles diﬀerent types of noise, i.e. long loose hair and disturbing
 bystanders walking in the scene, which was seen to produce problems in [50],
 the previous work of our research group. Paper 2 (Journal of Healthcare
 Engineering, 2018) describes the complete feedback system, the estimation
 of the CPR summary parameters and a large validation test for chest com-
 pression rate measurement. Paper 3 and 4 (conferences, SCIA 2017, ICIP
 2018) investigate the potential in using a smartphone camera on-the-ﬂoor
 solution for extracting chest compression depth information. Paper 3 is
 a proof of concept study for chest compression depth measurement using
 motion segmentation, based on a single bystander. Paper 4 investigate
 if the method presented in paper 3 is generalizable for other bystanders
 and suited for real emergencies by studying variations in bystander chest
 compression techniques.


To the right in Figure 1.5 the 2 papers involving video analysis in
 newborn resuscitation are listed. Paper 5 (Journal of Biomedical and
 Health Informatics, 2019) presents the ﬁrst step, seen as a green box in
 Figure 1.4, of activity recognition in the noisy newborn resuscitation videos.


This step includes object detection, tracking and region proposal using a
convolutional neural network and post-processing. Paper 6 (Journal paper
under review) present a comparison of diﬀerent object detectors and a
proposed solution for the temporal activity recognition, step two, seen as a
blue box in Figure 1.4, using 3D convolutional networks to analyze short
video sequences.



(29)1.5.2 Thesis outline


The remaining content in this thesis is organized as follows: Chapter 2
includesBackground theory and provide a brief introduction to some of the
terms and methods that are used in this work. Chapter 3 describes the
material and methods for the video analysis in out-of-hospital cardiac arrest
resuscitation. This includes the work presented in paper 1-4. Chapter
4 describes the material and methods for the video analysis of newborn
resuscitation, and includes the work presented in paper 5 and 6. In chapter 5
the results and ﬁndings from both cardiac arrest resuscitation and newborn
resuscitation are discussed. This chapter also contains a conclusion and
propose future work in the two resuscitation ﬁelds investigated. Further,
the published articles are presented as chapters to give ﬁgures, tables and
references individual numbering. The published articles are reformatted to
the thesis format and all references are listed in a common bibliography
list at the end of the thesis to increase readability.
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Figure 1.5: An overview of the main contributions of the thesis. The out-of-hospital
cardiac arrest resuscitation section includes 4 papers - proposed system describing the
estimation of robust chest compression rate measurement (paper 1), the complete feedback
system with CPR summary parameter estimation (paper 2), a proof of concept study for
chest compression depth measurement (paper 3) and a larger feasibility study for chest
compression depth measurement (paper 4). The newborn resuscitation section includes 2
papers describing the activity recognition - the description of the object detection and
tracking for region proposal (paper 5) and the description of the temporal analysis of the
proposed regions and the generation of the activity timelines (paper 6).
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Background Theory


In this chapter the central background methodology is covered. For the
 work video analysis in out-of-hospital cardiac arrest resuscitation, the
 principles of camera to world modelling and motion segmentation are
 covered. Furthermore, for the work videos analysis in newborn resuscitation,
 the principles of optical ﬂow, deep neural networks, object detection and
 activity recognition are covered.



2.1 Camera to World Modelling


When we use a camera to describe a world scene, we are doing a 2D imaging
 of a 3D world scene. To be able to say something about the physical world,
 like distances etc. based on the image pixels, it is necessary to know the
 geometric properties. i.e. the focal length, skew and image center, of the
 camera. These properties are calledintrinsic parametersand together form
 a camera matrix, Kcam. A model of the connection between the camera
 center, image plane and world coordinates can be seen in Figure 2.1.


If the world coordinate system has the same orientation and origin as
 the camera coordinate system, the conversion between the systems can be
 expressed as follows:
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(2.1)


where λ=zw, P0 a projection matrix, fx and fy the focal length of the
camera,θ the skew andx0 andy0 the principal point oﬀset from the image
center [64].
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Figure 2.1: A model of the connection between the camera center, image plane and
 world coordinates.fx andfy is the focal length of the camera,x0 andy0 the principal
 point oﬀset from the image center,pw a point in the real world andpcthe point in the
 image plane.


The intrinsic parameters are often unknown, but camera calibration
 procedures for ﬁnding these parameters have been applied for decades [65].


The procedures typically involves capturing multiple images from diﬀerent
 angles of a known object and pattern, e.g a chess board where the size of the
 squares are ﬁxed. The calibration procedure ﬁnds the intrinsic parameters
 by evaluating how the object is captured by the camera [66].



2.2 Motion Segmentation


A simple approach for capturing a motion from a series of video frames with
a static background is accumulative diﬀerence images (ADI) [67]. Letf
indicate aN xM video frame where N is number of rows and M is number
of columns, and fl(n, m) corresponds to row, n, and column, m, in the
frame with index l. An ADI is initialized by generating a N ×M sized



(33)frame of zeros. Further a reference frame is chosen,fl0(n, m), and the ADI
 is generated from the subsequent frames,fl0+p(n, m) by:


A(n, m) =


⎧⎨


⎩


A(n, m) + 1 if|fl0(n, m)−fl0+p(n, m)|> T
 A(n, m) otherwise


(2.2)
 where T is a threshold value and pis an index for the subsequent frames.


The result is an image with values > 0 in areas where the pixel values
 have changed signiﬁcantly. An example of a generated ADI from an image
 sequence of a moving bystander captured using a smartphone-on-the-ﬂoor
 can be seen in Figure 2.2. Thismotion band of white pixels can be further
 measured and provide information on the size of the object‘s movement.


Figure 2.2: A generated ADI from an image sequence of a moving bystander captured
 using a smartphone-on-the-ﬂoor.



2.3 Optical Flow


Optical ﬂow ﬁeld, or theimage velocity ﬁeld, is the detected motion in images
and is typically estimated between two subsequent image frames. Ideally,
the optical ﬂow ﬁeld is a dense ﬁeld of displacement vectors representing
the pixel translations from pixel locations in the ﬁrst image to the their
corresponding location in the second image. An example of a generated



(34)optical ﬂow ﬁeld between two subsequent frames in a newborn resuscitation
 video is illustrated in Figure 2.3.





Figure 2.3: An example of a generated optical ﬂow ﬁeld between two subsequent frames
 in a newborn resuscitation video.


Variational methods, ﬁrst proposed by Horn and Schnuck [68], comprise
the most dominant approaches for optical ﬂow estimation [69]. The methods
are based on the brightness constancy assumption and assumes that the
brightness of corresponding pixels do not change during motion. Since Horn
and Schnuck ﬁrst introduced their solution, many modiﬁcations have been
proposed. One popular variant is the Total Variation (TV) - L1 method
[70]. This method is based on the minimization of a functional containing
a data term using the L1 norm and a regularization term using the total



(35)variation of the ﬂow. A disadvantage with the TV-L1 algorithm is that a
 GPU is required in order to perform real-time estimations [70].



2.4 Deep Neural Networks


In traditional image- and signal processing and machine learning methodol-
 ogy, it has been common to have an element of handcrafting of features,
 based on assumptions on what is relevant information in the images or
 signals. This can be straightforward in some cases where the features
 deﬁning the objective are easy to distinguish, but in some cases this can be
 very challenging. One example is the task of object detection where you
 could be interested in detecting objects that may look similar to each other,
 such as separating a dog from a cat. Representation learning deal with this
 problem by learning the features explaining the variation behind the data
 instead of manually designing them [71].


Deep neural networks (DNN) perform representation learning by using
 multiple layers between the input and the output. One example of a simple
 DNN structure is aa fully connected neural network (FCNN) where the
 hidden layers have multiple units, or neurons, and each neuron is connected
 to all the neurons in the previous and the following layer [72]. An example
 of ashallow FCNN is shown in Figure 2.4. In a FCNN each neuron has
 three tasks: 1) multiply each input with their weighs, 2) sum them up
 and 3) apply anactivation function to the sum [72]. Since all neurons are
 connected, the number of weights and parameters to learn quickly become
 exceedingly large, especially when working with images which easily contain
 hundred thousands of pixels.


A DNN could learn its task by undergoing a training procedure where
the network tries to make accurate predictions on diﬀerentlabelled training
examples. After a prediction, a loss function representing the prediction
error is estimated and back-propagated through the network to make small
adjustments to the weights that contributed to the error. This is repeated
with many training examples and performed multiple times on the whole
dataset. This procedure of learning from labelled data is refereed to as
supervised learning [72]. If provided with enough training examples that
well represent the variation in the data the network will be predicting
on, the network could learn the features explaining these variations. In
many tasks, such as health related applications, it could be diﬃcult to have
enough labelled data to train a network that performs accurate predictions.



(36)Figure 2.4: A simple fully connected neural network with one hidden layer.


For such cases it would be beneﬁcial to do transfer learning where the
 network and its weights are pre-trained on a larger dataset of for example
 natural images to learn fundamental data features [72]. Another approach
 that is very common and could increase the variations in the training data
 isdata augmentation where new data are created by for example randomly
 rotate, crop, shift and color adjust the original data [72].



2.5 Convolutional Neural Networks


Convolutional Neural Networks (CNNs) is a class of deep neural networks
specially designed for analysis of 2D data structures, such as images. CNNs
are powerful mainly because of two important reasons: it studies sparse
interactions in the data and it utilizes weight sharing. A typical CNN
architecture consists of multiple convolutional layers, activation functions
and pooling layers [72]. Each convolutional layer consists of ﬁlters, or
kernels, of diﬀerent size, and the ﬁlters analyze regions in a input volume
and provides a neuron in the output volume. Thus, the region analyzed by
the ﬁlter can be referred to as the neuron‘s receptive ﬁeld in the previous
layer [73].



(37)2.5.1 Image Classiﬁcation


Image classiﬁcation is the task of recognizing the category of the dominant
 object in an image. Multiple CNN architectures have been proposed for
 solving this task and one sucessfull approach is the Inception architecture
 [74]. Very deep CNNs are prone to overﬁtting and could suﬀer from
 exploding/vanishing gradients [72]. In addition, they are very computational
 expensive. Inception aims to tackle these challenges by letting ﬁlters
 with diﬀerent sizes operate on the same level, or layer. This makes the
 architecture a bit wider and reduce the need for very deep models. An
 example of an Inception module can bee seen in Figure 2.5. As can be
 seen, the ﬁlters are used in parallel and the network can choose the ﬁlter
 size that is most relevant for learning the required information. The 1x1
 convolutional ﬁlters are used to achieve dimensionality reduction before
 the more computational expensive 3x3 and 5x5 convolutions [74].


        
         


  


  


Figure 2.5: Example of an Inception module [74] where the authors propose to use
 layers with diﬀerent sized convolutional ﬁlters in parallel instead of only stacking them
 in series.


2.5.2 Object Detection


Object detection is the task of recognizing the category and the location of
multiple objects in an image.



(38)Two-Stage Approach


Object detectors are typically divided into two classes: one-stage and
 two-stage approaches. Two-stage detectors consist of a region proposal
 step and a region classiﬁcation step. These approaches make accurate
 predictions, but have some major drawbacks: They have a complicated
 training procedure which typically involves training the two steps separately,
 thus leading to a longer training time. In addition, the two-stage approach is
 also quite computationally slow during predictions, limiting the possibilities
 for real-time analysis, which often could be important in an object detection
 task.


One-Stage Approach


One-stage detectors aim to detect multiple objects in one shot. The de-
 tectors are more eﬃcient and could perform predictions in real-time. A
 popular one-stage approach is You Only Look Once v3 (YOLOv3) [7].


YOLOv3 performs detection on three diﬀerent sized feature maps, or scales,
 by utilizing aFeature pyramid network (FPN) in its architecture [75]. Each
 scale is divided into grids, and a prediction is performed on each grid. To
 handle cases where multiple object could have its center point in the same
 grid, each grid has pre deﬁnedanchor boxes which will be assigned to the
 object that best ﬁts the anchor [76]. This allows the network to detect as
 many objects as there are anchor boxes, in each grid. The FPN architecture
 allows YOLOv3 to better recognize object of diﬀerent sizes. Grids of a
 high level feature map covers larger regions of the original image and are
 more suited for detecting larger object. Similar, grids from a low level
 feature map cover a smaller region of the input image and are suited for
 detection of smaller objects. The output of each grid on each detection
 scale is a vector containing all the prediction information, i.e class, center
 coordinates, heigh and width of the objects.


YOLOv3 is trained by supervised learning, and prior to training, all the
training examples are accurately labelled with bounding boxes surrounding
the objects of interest. During training, training examples are forwarded
through the network and a loss function estimates the error by comparing
the predicted class and coordinates with the example‘s true labels. The error
is then back-propagated through the network and weights, i.e. convolution
ﬁlters, are adjusted accordingly.



(39)YOLOv3 is very fast, but its accuracy is poorer compared to the best
 two-stage approach - Faster R-CNN [77]. The reason why one-stage ap-
 proaches do not perform as good as two-stage approaches is the class
 imbalance problem during training. Analyzing all the regions in an image
 and predicting a ﬁxed number of anchor boxes assigned to each grid, creates
 a lot of predictions of negatives/background class. This will greatly eﬀect
 the estimation of the loss function and the gradient during training [6].


Recently, a one-stage detector that handles the class imbalance problem
 and outperforms two-stage detectors have been proposed [6]. The detector
 is called RetinaNet and have two main features that diﬀer from YOLOv3:


1) RetinaNet perform predictions using a ﬁve-scale-FPN instead of a three-
 scale-FPN and 2) RetinaNet uses a novel focal loss function instead of a
 binary cross entropy lossfunction when estimating the class prediction error
 [6, 7]. In the latter, RetinaNet‘s focal loss function introduces a weight
 term, (1−p)γ, that down-weights easy training examples, i.e. examples
 where the predictedconﬁdence score, p, is high, during training. Thus, the
 main contributions in the estimated loss come from predictions withlow
 conﬁdence score. The focal loss is deﬁned as:


F L(p) =−(1−p)γlogp (2.3)
 where γ is a hyper parameter that can modulate the eﬀect of the down-
 weighing term. In [6],γ = 2 worked best in the experiments.



2.6 Activity Recognition


Activity recognition is the task of recognizing an action or actions from
 a series of observations, e.g. a video clip consisting of several subsequent
 video frames.


2.6.1 3D Convolutional Neural Networks


Since CNNs has had a great success in image classiﬁcation and object detec-
tion it has also been suggested for usage in spatio-temporal models. Instead
of repeating the trial and error of developing new model architectures, it
has been proposed to simply covert successful 2D models to 3D CNNs.



(40)Inception 3D Network


A sucessfull 3D CNN architecture used in activity recognition is the In-
 ception 3D (I3D) developed by Deepmind1 and Carreira et. al [9]. I3D is
 a two-stream activity recognition network based on the well-known CNN
 Inception v1 [74] architecture. I3D recognizes activities by analyzing the
 temporal changes in RGB representation and optical ﬂow representation of
 images in short video clips. The architecture of I3D is created by inﬂating
 all the ﬁlters and pooling kernels in Inception v1 into a 3D CNN. Squared
 ﬁlters of size NxN is made cubic and becomes NxNxN ﬁlters. The pre-
 trained ImageNet weights from Inception v1 is repeated along the inﬂated
 time dimension and rescaled by normalization over N. The inﬂated version
 is further trained on the large activity recognition dataset, Kinetics 4002
 Dataset which has 400 diﬀerent classes and over 400 clips per class. During
 training, each clip is forwarded trough the network and the class prediction
 is compared to the clip‘s true label. A separate I3D model is trained for
 the two data representations optical ﬂow (TV-L1 algorithm [70]) and RGB.


During testing I3D average the output from the two networks.


Carreira et. al demonstrated that 3D CNN can beneﬁt from pre-trained
 2D CNN, and that transfer learning is highly eﬃcient also in activity
 recognition. The network provided state-of-the-art results on the activity
 recognition dataset UCF-101, and recently the authors have released their
 pre-trained models3.


1https://deepmind.com/


2https://deepmind.com/research/open-source/kinetics


3https://github.com/deepmind/kinetics-i3d
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Video analysis in



out-of-hospital cardiac arrest resuscitation


In section 1.3 the ideas for video analysis during OHCA resuscitation using
 a smartphone camera were introduced. These ideas involve the smartphone
 being placedﬂat on the ground next to the patient, as can be seen in Figure
 3.1. This chapter presents the materials and methods for the proposed
 video analysis solutions.


Figure 3.1: The CPR measurement and feedback system for the bystander performing
 the CPR and the dispatcher at the emergency unit.



3.1 Materials


The materials used to develop the methods and to evaluate the results
 were collected in collaboration with Laerdal Medical1 using a Laerdal


1https://www.laerdal.com/us/



(42)Resusci Anne manikin2. The parts of Figure 1.2 involving the CPR quality
 measurements, i.e. chest compression rate, chest compression depth and
 CPR summary parameters, illustrate diﬀerent experiments conducted at
 diﬀerent times, thus involving diﬀerent data materials:


(i) Seven test persons of diﬀerent gender, hair length and age were
 included in the material involving the evaluation of the methods for
 compression rate measurement. Each test persons performed several
 diﬀerent tests to simulate diﬀerent OHCA settings and challenges.


(ii) For the evaluation of the CPR summary parameters ﬁve diﬀerent test
 persons of diﬀerent gender, hair length and age were included.


(iii) The proposed method for compression depth measurement is devel-
 oped, adapted and evaluated for one bystander.


(iv) An experiment for analyzing the bystander movement during CPR, a
 feasibility study for compression depth measurement, is also performed
 and involves 13 diﬀerent test persons of diﬀerent gender, hair length
 and age.


The test persons in experiment i-iii were trained in CPR, but none of them
 were health care workers or professionals in the performance of CPR. In
 experiment iv, 5 of the 13 participants were unknown to CPR and the rest
 had some prior knowledge on how to perform CPR.



3.2 Methods


The main idea for the setup of video analysis in OHCA situations was
 introduced in Figure 1.2. This section presents the methods for the four
 parts chest compression rate, chest compression depth, CPR summary
 parameters and Real-time feedback. The measurements are performed by
 analyzing changes between sequential video frames in speciﬁc regions of
 interest (ROIs) including the bystander, or relevant areas of the bystander,
 performing the resuscitation. The methods for determining the quality
 metrics of chest compression rate and CPR summary parameters developed
 as a part of this thesis work are implemented in a smartphone application


2https://www.laerdal.com/us/products/simulation-training/resuscitation-
training/resusci-anne-qcpr/



(43)developed by Laerdal Medical, TCPR Link3 4, which communicates with a
 webserver in real-time. The proposed solution for measurement of chest
 compression depth is not implemented in TCPR Link. The webserver is
 also developed by Laerdal Medical and illustrate how the CPR quality
 measures can be visualized for the dispatcher at the emergency unit. Figure
 3.1 is an illustration of the proposed feedback system. The TCPR Link
 and the webserver is currently only released for training purposes. The
 methods are presented in brief in the following. For more details, see paper
 1-4.


3.2.1 Measurement of Chest Compression Rate (Paper 1)


  






 


Figure 3.2: An overview of the proposed system for automatic video analysis in out-
 of-hospital cardiac arrest situations. This is a repetition of Figure 1.2 with the part
 presented in this section, chest compression rate measurement, boxed in pink.


The topic of this subsection, measuring chest compression rate from a
 smartphone camera on the ﬂoor, is highlighted in Figure 3.2. The chest com-
 pression rate is measured by analyzing pixel diﬀerences between subsequent
 video frames in a dynamic ROI surrounding the bystander performing the
 chest compressions. The analysis involves studying the diﬀerent frequency
 components of a generateddiﬀerence signal, and the potential compression
 rate is detected by performing diﬀerent steps ofnoise identiﬁcation and
 ﬁltering.


3https://play.google.com/store/apps/details?id=no.laerdal.global.health.tcprlink&hl=


no4https://apps.apple.com/no/app/tcpr-link/id1314904593



(44)Diﬀerence signal and ROI


Letfl(i, j) represent a gray scale video frame with the time indexl, where
 (i, j) corresponds to row indexiand column indexj. A diﬀerence signal,


d(l), that forms the basis for the chest compression rate analysis is generated
 from f(i, j) as illustrated at the top row of Figure 3.3 and is explained in
 short in the following.


difference images difference signal


40-160 cpm
 freq. region of interest


STFT specter
 video frames  


output comp.rate


Sliding 
 Hanning 
 window,


STFT
 2


1
 dynamic


ROI
 finder


PSD model
 Decision 
 tree:


(noise / hair / 
 OK comp.)


3 4


Post-
 processing


Figure 3.3: Simpliﬁed block scheme of measurement of chest compression rate. Input:


image frames from the smartphone camera. Output: the detected comp. rate,CRf(n).


For two consecutive frames in f(i, j), deﬁne the diﬀerence imagegl(i, j)
 as:


gl(i, j) =


 0, if|fl(i, j)−fl−1(i, j)|<=ε


fl(i, j)−fl−1(i, j), otherwise (3.1)
whereεis a chosen threshold. Second, the diﬀerence imagegl(i, j) is divided
into non-overlapping blocks, and blocks with signiﬁcant activity over time
are connected to establish a region of interestROIn. This step is illustrated
in Figure 3.4



(45)Figure 3.4: Example of an establishedROIn(green blocks) surrounding the bystander
 performing the CPR.


When aROInis established, the diﬀerence signal at time pointlis found:


d(l) = 


(i,j)∈ROIn


g(i, j) (3.2)


Frequency analysis


The diﬀerence signal is analyzed by looking at the diﬀerent frequency
 components of the signal. This step corresponds to block 2 in Fig. 3.3.


A Short-Time-Fourier-Transform (STFT) is found over a sliding window,
 ds(l), of the three last seconds ofd(l) at 2 Hz, i.e. updated each half second.


Prior to the transform a Hanning window, H, is applied to ds(l). The
 power spectral density (PSD) is found by


Dn(w) = 1


Lf|FM{H{ds(l)}}|2 , (3.3)
 whereFM denotes M points FFT andLf is the length of a window.


Noise handling


To handle estimation of the compression rate in high noise situations, the
 PSD is modelled during three cases, a) no compression/random movements,
 b) high noise compression due to long loose hair situations and c) low noise
 compression. This corresponds to block 3 in Fig. 3.3.


Fig. 3.5 shows four examples of the PSD for each case a), b) and c), and
the actual compression rate is here indicated by a red line. As seen in Fig.



(46)3.5 b), long loose hair creates more frequency peaks in the PSDs compared
 to the low noise case, c). The loose hair results in increased power in the
 harmonic multiples of the compression frequency, and the ﬁrst harmonic
 peak can have a higher PSD value than the actual compression frequency.


For the no compression case, observed in Fig. 3.5 a), random movements
 can cause diﬀerent shaped PSDs, but all have in common that the power is
 more spread out compared to when compressions are performed.


Attributes found from the PSD is used in adecision tree to distinguish
 the three cases, and thereafter to estimate the compression rate, CR(n).


The attributes used in the decision tree are:


1) Amplitude of the ﬁrst signiﬁcant peak, ap1(n),
 2) Amplitude of the second signiﬁcant peak, ap2(n),
 3) Frequency of the ﬁrst signiﬁcant peak, fp1(n),


4) Frequency of the second signiﬁcant peak, fp2(n), and
 5) Mean amplitude hight of PSD,aP SD(n).





    
 



 









 
 






 
 














 


    
 


  
 


    
 



 


    
 



 


    
 



 





    


    


    


    


    


    


    
 



 



 
 
 
 
 
 
 
 
 
 
 


Figure 3.5: PSD examples for the three cases, a) noise, b) long loose hair and c) low
 noise, in the spectrum modelling. X-axis: 0-5 hz. Y-axis: Dn(w).


ROI update procedure


The ROIn is updated at a frequency of 2 Hz by checking the surrounding
 blocks that are directly connected to the existing ROI for signiﬁcant activity.


Blocks with activity smaller than a dynamic threshold, α, are excluded
from theROIn and blocks with activity larger thanα are included. If the
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