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English summary


Mobile Ad-hoc Network (MANET) technology have proved to be a very useful tool for meeting
 the tactical battlefield communication requirements and is crucial in the future soldier networking
 environment. Automatic discovery of services and resources is an important feature to achieve the
 expected user-friendliness in such networks. Due to limited computing power, scarce bandwidth,
 high mobility and the lack of a central coordinating entity, service discovery in these networks is a
 challenging task.


In this report, a service discovery protocol (Mercury) is developed utilizing a combination of dif-
 ferent optimization techniques: The performance is increased using cross-layer interaction between
 the application layer and the routing layer. The service information is described using Bloom filters
 and distributed using Optimized Link State Routing (OLSR). A caching scheme is implemented to
 obtain further reductions of both overhead and latency.


The analysis and simulation results show that the service discovery proposal induces very low ove-
rhead to OLSR and is superior to application-layer solutions. The proposal is implemented as a
plugin to the OLSR implementationolsrdfor real-world MANETs and soldier system deployments.
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Sammendrag


Mobile ad-hoc nettverk (MANETs) er et meget viktig verktøy for ˚a løse flere utfordringer i taktiske
 millitære nettverk og er er en nødvendig del av fremtidens soldat-nettverk. ˚A automatisk kunne
 oppdage tjenester og ressurser i slike nettverk er viktig for ˚a kunne gi god brukervennlighet. Men
 grunnet begrenset datakraft, lav b˚andbredde, høy grad av mobilitet og mangelen p˚a en sentral koor-
 dinerende entitet, er ”service discovery” i slike nettverk komplisert.


Denne rapporten beskriver blir en ”‘service discovery” protokoll for MANETs generelt og soldat-
 systemer spesielt. Protokollen er utviklet ved hjelp av en rekke optimaliseringsteknikker: Ytelsen
 er forbedret ved hjelp av ˚a utnytte interaksjon mellom applikasjonslaget og nettverkslaget. Dernest
 er tjenesteinformasjon beskrevet ved hjelp av ”Bloom filtre” og distribuert med rutingprotokollen
 Optimized Link State Routing (OLSR). Ved hjelp av lokal lagring av tjenesteinformasjonen oppn˚as
 ytterligere reduskjon av kontrolltraffikk og tjenseste-oppdagelses-tid.


Analyse og simuleringsresultater viser at den foresl˚atte protokollen medfører meget liten økning i
OLSR kontrolltrafikk, og er ytelsesmessig overlegen tradisjonelle applikasjonslags-løsninger. Pro-
tokollen er implementert som en plug-in til OLSR implementasjonenolsrd.
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Preface


This report is largely based on the Master Thesis “Service Discovery in Mobile Ad-hoc Networks”,
 written as a part of Joakim Flathagens master degree in Computer Science at the University of Oslo.


The content in this report is therefore—with small additions and changes—similar to the thesis.
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1 Introduction


This chapter gives an overview of the motivation behind the report and introduces the latest advances
 in technology that takes part in the research area. The detailed technical background is given in the
 subsequent two chapters.


1.1 Motivation


The research in this report is motivated both by previous research done on mobile computing by the
 Information and Communication group at the University Graduate Center at Kjeller, Norway (UniK)
 and by the work done at the Norwegian Defence Research Establishment (FFI). While UniK has
 been doing research on the latest advances in mobile computing, FFI has been working on providing
 wearable computing for soldiers. The benefits by equipping every soldier in the battlefield with
 mobile computers, sensors, navigation equipment and radios are indisputable to increase situational
 awareness and to reduce fratricide. FFI has recommended the NORMANS1concept to provide these
 capabilities [59].


However, without a proper design, all the technology could end up being a major logistics– and
 network administrative challenge and a huge frustration for the individual soldier. It should therefore
 be of paramount interest to every engineer, researcher and network designer to seek to create systems
 that prevents errors through an intuitive and user-friendly design.


Soldiers are not the only group that demands portable, robust and networked control systems. The
 disaster of 9/11, the Hurricane Katrina, and the Asian Tsunami in 2004 have highlighted the need
 for first responders from different departments and agencies to have common interoperable commu-
 nication links [67]. Researchers are therefore developing solutions to achieve network connectivity
 between mobile nodes both in the tactical domain [85], and in the civilian domain [54]. Both areas
 share the same challenges: High degree of mobility, unpredictable environments and wide range of
 users—operating in stressed situations.


In such demanding environments, failures are prone to arise. Errors in the original design often
 leads to human errors—which in turn leads to technical errors and communication failures [68].


One should strive to create a design that hides complexity from the user and therefore reduces the
 number of failures [72]. A better design also facilitates training [104].


From the network perspective, the termbetter designmeans robust protocols that performs back-
 ground processing to automate trivial tasks in order to let the user concentrate on his/her main
 objective.


1Norwegian Modular Advanced Network Soldier



(12)To create a well-designed network for demanding customers—such as firefighters, policemen and
 soldiers—I envision an element of auto-configuration to be inevitable. User-friendliness through
 auto-configuration is in fact the main motivation behind the work in this report. A toolbox of stan-
 dards, products and ideas has recently emerged to facilitate this task. The rest of this chapter intro-
 duces some of them and presents the subject of the report.


1.2 Overview


1.2.1 Mobile devices


During the last few years, the world of personal computing has seen a paradigm shift. Technology
 that was until recently available only by the military or in research labs is now a common part of
 our everyday life. Mobile devices are gaining popularity both in business and for leisure and users
 can access a myriad of information on demand. A tourist visiting a foreign city can easily check
 the email, perform a video conference, download electronic maps and browse for the closest sushi
 restaurant using a mere handheld device. The change-over is happening thanks to all the research
 done in the terms of microelectronics, wireless devices and software technology during the last
 decades.


However, not only humans connect. The trend is towards increasingly interconnected networks
 where electric radiators, vehicles, traffic lights, burglar alarms, biometric monitors, vending ma-
 chines and lots of other small devices in the environment communicate inpervasive computing.


While we are moving towards a world where more and more devices and people are interconnected,
 we observe that in the same time—as more people embrace the technology—the average user tend
 to be less sophisticated. More important, the user isless concernedabout the inner functions of the
 network technology and more interestedin using the system as a tool [72]. Again—the need for
 auto-configurablesystems and protocols seem inevitable.


1.2.2 Mobile networks


One step in the process to achieve auto-configurable systems is to make the devices able to dyna-
 mically form networks—without the use of any preexisting infrastructure such as fixed antennas,
 access points and repeaters.


Mobile Ad-hoc Network (MANET) technology is a useful tool both to establish the networks–


without any infrastructure or system administrator—and toenable communicationbetween any pair
of nodes in those networks. In order to facilitate those two functions, a special routing protocol is
employed. The purpose of the routing protocol is to discover rapid changes of the topology in such
a way that intermediate nodes can act as routers to forward packets on behalf of the communicating
pair.
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Software X Service Y


Figure 1.1: Service discovery let the devices find applications and services in the network
 automatically—without and user-intervention.


Early ad-hoc research was mainly aimed at military networks. But, now this technology is attractive
 to a wide area of applications: Search and rescue operations, vehicle to vehicle networks, tactical
 networks, virtual classrooms, entertainment and sensor networks are all areas where great benefit
 can be achieved using the flexibility, ease of maintenance, auto-configuration, and the cost advan-
 tages of MANETs.


1.2.3 Services


A mobile network normally consists of users with different roles, various types of equipment, dif-
 ferent applications, a handful of sensors, and some shared resources. A way to hide the apparent
 complexity from the user is to describe all these elements as serviceswhich can be shared and
 accessed automatically regardless of their location and ownership.


Aservice discoveryarchitecture let the devices both discover and take use of services in the network,
 as well as advertise their own capabilities (Figure 1.1). This happens without forcing the user to enter
 IP-addresses, passwords, user names or other attribute values.


The automatic discovery of services and resources is therefore a crucial feature to achieve the ex-
 pected user-friendliness of mobile ad-hoc networks.


1.3 Problem statement


BothAd-hoc Networksand the task todiscover services in various networks have been subject to
 much research. Both areas are associated with several challenges, and the subject to createservice
 discovey in the soldier networking environmentis far from a trivial task.


FFI has in previous research evaluated different service discovery tecniques for the network based
defence in [47]. The idea to provide service discovery on the soldier level was initiated in [75] and
an introduction to the research area was given in [27].
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The report is organized as follows:


Chapter 2 gives some background information about mobile ad-hoc networks and general service
 discovery solutions. The chapter also introduces the taxonomy used to classify the different
 service discovery architectures.


Chapter 3 gives an introduction about some proposed service discovery techniques for mobile ad-
 hoc networks.


Chapter 4 introduces Mercury—the service discovery protocol proposed and developed in this
 report.


Chapter 5 addresses different evaluation methods used in ad-hoc network analysis.


Chapter 6 describes the implementation of Mercury for the network simulator ns-2.


Chapter 7 describes the implementation of Mercury for real-world usage.


Chapter 8 describes my choice of simulation and validation methods and evaluates a scenario ba-
 sed on real-world traces.


Chapter 9 tests the most prominent features of Mercury by simulation.


Chapter 10 concludes the report and suggests future work.



2 Background


The contribution of the research described in this report is to combine two technologies:Ad-hoc
 networksandservice discovery. This chapter first presents routing protocols for mobile ad-hoc Net-
 works. Then, different generic service discovery protocols are presented.


2.1 Mobile Ad-hoc Networks


A Mobile Ad-hoc Network (MANET) is a collection of mobile nodes connected by wireless links
 able to dynamically form an autonomous multi-hop radio network—without the use of any pre-
 existing infrastructure. Intermediate nodes in a MANET can act as routers to forward packets on
 behalf of other nodes. With their self-forming nature and their ability to cope with rapid changes of
 the topology, ad-hoc networks are attractive to a variety of applications.


However, it is worth noting that ad-hoc networking introduces a great many challenges and impe-
ratives, and also adopts the side effects of wireless computing [17]. Wireless links are significantly



(15)less reliable than wired media, they have unpredictable signal quality and transmission range, the
 channel can be time-varying and possible asymmetric, and the wireless link suffer from security pro-
 blems not found in wired networks. Further, the multhop nature in MANETs introduces challenges
 due to the topology dynamics, heterogeneity, variations of node availability and power constrains.


This puts tough requirements to the chosen MANETrouting protocol. Traditional routing protocols
 designed for fixed networks such as RIP [39] and OSPF [70] are in general not suited for the ad-hoc
 environment. The dynamic topology, limited bandwidth and power constraints in MANETs require
 tailor made solutions. Mainly two different routing approaches are considered in mobile ad-hoc
 networks:Reactive routingandproactive routing.


2.1.1 Reactive routing


Protocols in this category arereactivein the sense that they only attempt to discover routes between
 nodes on-demand. Using such an approach, one can lower the total overhead using the protocol in
 cost of the initial delay finding the optimal route. Reactive protocols are also namedsource initiated
 or on-demand routing protocols. Some examples of such protocols are AODV [80], DSR [48],
 TORA [78] and DYMO [13]. AODV will be described as an example of one of the most prominent
 protocols in the category.


AODV


The Ad-hoc On-demand Distance Vector protocol (AODV) aims to obtain routes on-demand, i.e
 when an upper layer communication packet is destinated to a node not known in the routing table.


AODV uses three control messages to obtain and maintain routes:


Route Request (RREQ) A source broadcasts RREQ messages to the MANET if the routing en-
 try is empty for the given destination. AODV can utilize an expanding ring technique with
 gradually increasing Time To Live (TTL) for each request to avoid broadcast storm in the
 MANET.


Route Reply (RREP) A node replies to a request by sending RREP message either if: (i) it is the
 destination; or (ii) if it is an intermediate node and has a fresh route to the destination. If the
 destination is not known, the intermediate node will rebroadcast the RREQ. When a node re-
 broadcasts a Route Request, it sets up a reverse path pointing toward the source. This reverse
 path is used to forward Route Reply (RREP) unicast back to the source.


Route Error (RERR) If a node is unable to forward packet, it generates a RERR message. When
 the originator node receives the RERR, it initiates a new route discovery for the given route.


In addition, AODV performs route maintenance on active routes. If one node in an active path
discovers a link breakage, a route error message will be transmitted upstream. The source node will
then initiate a new route request.
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Figure 2.1: Flooding in a multihop network. Flooding through multipoint relays (MPRs) reduce the
 number of duplicate transmissions.


2.1.2 Proactive routing


In contrast to reactive routing protocols, proactive routing protocols seek to maintain routes to all
 nodes regardless of upper layer communication demands. By exchanging control messages periodi-
 cally, the routing table can be kept updated and fresh routes can be provided immediately. Compared
 to reactive routing protocols, this approach yields more control message overhead, but no initial de-
 lay to set up a route prior to communication.


Examples of proactive (or table-driven) routing protocols are FSR [32], OLSR [20], TBRPF [74]


and WOSPF [3]. OLSR will be described as an example.


OLSR


The Optimized Link State Routing Protocol (OLSR) for MANET is a proactive, link-state routing
 protocol where each node maintains topology information by periodically exchanging link-state
 messages. The novelty of OLSR is to employ multipoint relays (MPRs) to minimize the number
 of control messages flooding in the network. Each node chooses a subset of its one-hop neighbors
 (MPRs) in such a way that these MPRs will cover all two-hop away neighbors. Hence, messages
 are only flooded through MPRs, and not to all nodes (Figure 2.1).


Core functioning of OLSR is: Packet format and forwarding; link sensing with hello messages;


neighbor detection; MPR selection and MPR signaling; topology control message diffusion; route
 table computation; node configuration. Three control messages are defined to provide this functio-
 nality.


HELLO HELLO messages are exchanged between neighbors only, and diffuse information about
the one-hop neighbors of a node. Upon reception of HELLO messages, the two hop neighbo-



(17)rhood can be discovered, and further, the MPRs of the given node can be chosen. The MPRs
 chosen by a node is further marked in the following HELLO messages broadcasted by that
 node.


TC - Topology Control In OLSR, all nodes chosen as MPR will transmit TC messages. The TC
 messages contain the address of the node generating the message, as well as the list of nodes
 that has chosen the given node as MPR (MPR selectors). TC messages are further flooded
 using the MPRs, disseminating network topology information to all the nodes in the OLSR
 network.


MID - Multiple Interface Declaration The MID message is broadcasted by nodes running OLSR
 on more than one network interface.


In addition, a fourth message type, Host and Network Association (HNA) message disseminates
 information about OLSR nodes that act as gateways (etiher to the Internet or to a separate Ethernet).


Using a common format for all messages the OLSR standard provides extensibility of the protocol
 without breaking backwards compatibility. This feature gives a unique possibility to disseminate
 additional information through intermediate nodes even if the nodes do not support the specific
 extension.


2.2 Service discovery


When the ad-hoc network is established and working, users will obviously want to run different
 applications. Those application will usually provide or request (or both) services in the ad-hoc net-
 work.


In these terms, service discovery (or resource discovery) is an important area. Service discovery
 provides functionality to automatically discover capabilities and to advertise own capabilities to the
 network. Using service discovery, users can search for services by name, type or class and utilize
 those services without any further knowledge about the underlying network architecture.


The different service discovery protocols and proposals differ inarchitecture design,discovery mode
 and definition ofservice descriptors.


2.2.1 Architectures


Regarding the dissemination of service information, there are three different architectures available
 when creating a service discovery protocol.


Directory-based
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Figure 2.2: Three different service discovery architectures. Clients (c) either connect directly or via
 a directory (d).


A directory-based service discovery infrastructure consists of one or several service directories.


These directories are the only binding between service providers and service clients. Service provi-
 ders register their services in the directory and clients search for services in this directory (Figure
 2.2(a)).


In fixed Ethernet networks, usuallyonenode takes the role of the directory. In mobile ad-hoc net-
 works, however, this architecture is not preferable as the directory node will represent a single point
 of failure and may be out of reach due to mobility. Even within reach, the link to the directory node
 can be considered unpredictable. Hence,distributed directoriesare preferred. This solution will on
 the other hand introduce other challenges such as synchronization (between directories, service pro-
 viders and service clients) and must provide an algorithm to automatically elect new directory nodes
 if one node fails.


Directory-less


A directory-less architecture omits the use of directories, and use a distributedapproach only in-
 volving clients (Figure 2.2(b)). Hence, there is no need to select directory nodes or to perform
 synchronization between directories. However, without directories, service requests and advertise-
 ments must be disseminated between nodes using either by broadcasting or multicasting. This may
 induce considerable bandwidth and can be costly in terms of resources on the individual nodes.


Hybrid


Hybrid architectures seek to combine the benefits from the two approaches. Service information is
 primarily stored on each service provider, but a set of service directories are chosen to be the main
 binding between services and service requests (Figure 2.2(c)). If a client is aware of an available
 directory, this directory is preferred. Otherwise, requests are flooded in the network.


Evaluation of architectures


A lot of aspects determine the choice of architecture. The size of the network, the number and
type of services, service availability demands and the underlying network protocols are all factors
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Figure 2.3: Service information can be gathered in different ways.


influencing the choice. There is no common consensus on which architecture is the better one. In
 [86], the hybrid approach is preferred. In contrast, the work in [25] shows that a directory-less
 architecture performs better than both directory-based and hybrid architectures, partly because the
 fact that false positive service replies from the service coordinators increase with increasing network
 dynamics in MANETs.


The hybrid architecture puts an extra load to reactively routed networks, as it triggers additional
 route requests- and replies compared to the directory-less architecture. This performance issue is
 obviously not the case in proactively routed networks, where route requests are not on-demand per
 nature. It should be noted that both directory-based and hybrid architectures introduce complicated
 mechanisms for electing service coordinators, and put extra load to the infrastructure.


2.2.2 Discovery Mode


Independent of the chosen service discovery architecture, service information can be gathered either
 in areactive,proactiveorhybridway.


Reactive


Using a reactive mode, a service requester node creates a queryon-demandwhenever a certain ser-
 vice is desired (Figure 2.3(b)). The query is then sent to the network either using unicast, broadcast
 or multicast depending on the service discovery architecture.


Proactive


A proactive mode implies that service providers proactively distributes their available services (Fi-
 gure 2.3(a)). The distribution is performed either directly to potential service clients or to service
 directories. Obviously, this approach yields more traffic than the reactive mode. On the other hand,
 the initial service discovery delay is reduced.


Hybrid


A hybrid discovery mode supports both reactive requests and proactive service advertisements (Fi-
gure 2.3(c)). This approach must then support that the service information may be distributed in
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Figure 2.4: Comparing different service descriptor options based on their flexibility in use and their
 size.


several ways depending on topology. Some nodes may know all service information, while some
 nodes have no information at all and must rely on creating service requests.


2.2.3 Descriptor options


There are different approaches to describe the service information in requests and advertisements.


Many service discovery protocols use XML to describe the service information. Such a method is
 adopted in [40]. An other approach is to create service descriptors from ontologies designed for
 the semantic web services by the use of the Web Ontology Language (OWL) as proposed in [54].


Using such an approach, the ontology must be distributed among the nodes prior to communication.


However, both XML and OWL descriptions require considerable bandwidth, which is sparse in ad
 hoc networks. Some sort of compression could be used to address this deficiency [88] if rich and
 flexible service descriptors are necessary.


Some proposals seek to reduce bandwidth consumption, and do not see the benefits of using XML
 or OWL as necessary. By mapping a predefined set of service descriptors, to integers as in [46]


or Unique Universal Identifiers (UUIDs) as in [73] the description can be reduced to a few bytes.


Such solutions save bandwidth compared to transmitting XML files. However, such solutions are
 not very flexible nor scalable, as maintenance on every node in the network is required when new
 service categories are added.


In between those two schools, we find Bloom filters [8]. Using Bloom filters, any textual service
 descriptor can be hashed to a size-defined array without requiring a predefined static set of keywords.


In [86], Bloom filters are used to summarize the content of a service directory by hashing the set of
 WSDL-based service descriptions to a short array.


The different alternatives to service descriptors are compared based on their flexibility (in terms of
range of target applications) and their size in Figure 2.4.
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The overall Internet community has not yet reached a consensus on one particular service discovery
 protocol. Several consortiums, companies and organizations have simultaneously been doing re-
 search and created their own service discovery protocols. Although most of the proposed protocols
 do not fit in the ad-hoc environment, a short introduction of the most popular solutions for service
 discovery will be given. It should be noted that all service discovery proposals made for MANETs—


as described in the next chapter—are to a certain extent inspired by the following solutions.


Anycast


A simple way to provide service discovery is to take use of IP-anycast [79]. Using anycast, a client
 transmits a datagram to a well-known anycast IP address. The routing protocol is then responsible
 for transmitting this datagram to at least one of the servers that accept datagrams with this address.


Using standard routing, the closest server will always be chosen. This functionality simplifies the
 task of finding a certain server when the user does not particularly care which server is used—like
 mirrored ftp-servers or DNS-servers.


Although anycast is usable to discover service directories as described in [102], anycast has got
 several limitations making it difficult to provide a complete service discovery system: First, it is
 impossible to browse forallnodes in a network providing a certain service class, since the routing
 protocol will only provide an entry to the closest server matching the anycast address.


Anycast is also limited by the fact that there must be providedoneanycast address foreachservice
 class in the network. Further, in fine-grained service environments anycast is not the preferred so-
 lution, as the protocol does not allow a search for special services. Finally, if a new node enters the
 network without knowing the anycast address of a service class, no services will be discovered.


Service Location Protocol (SLP)


Service Location Protocol [36] is developed by IETF as a vendor independent standard. The SLP
 architecture is based on three components: (i) User agents (UA) - which are the software entities
 that perform the service discovery; (ii) Service agents (SA) - which advertise the location of ser-
 vices; (iii) Directory agents (DA) - which act as central repositories and collects service information
 from service agents and responds to service requests from user agents. Services and their location
 are represented as service URLs. UAs and SAs discover the presence of a DA by sending service
 requests for the DA at startup. The DA also periodically advertises its presence using multicast.


The Service Location Protocol is not widely supported, mainly because dominant companies such
 as Apple and Microsoft are developing and supporting other service discovery protocols.


Simple Service Discovery Protocol (SSDP)



(22)Simple Service Discovery Protocol (SSDP) [33] is a part of UPnP. UPnP also takes advantage of
 automatic link-local address choosing [14] to give a auto-configured IP solution. UPnP is included
 in Windows XP, Vista and several brands of network equipment.


The protocol is based on the following three components: (i) SSDP service—which represents the
 service agent; (ii) SSDP client—which is the user agent utilizing the services; (iii) SSDP proxy—


which is the directory agent representing the binding between the SSDP service and SSPD client.


SSDP utilizes unicast HTTP to communicate wit the SSDP proxy. However, the SSDP proxy is not
 a mandatory part of SSDP, meaning that service information can disseminate in the network without
 this central entity using HTTP multicast.


Due to the use of HTTP, SSDP is unsuitable for most bandwidth constrained environments.


DNS Service Discovery (DNS-SD)


DNS Service Discovery (DNS-SD) [15] is a way of using the existing DNS records to locate ser-
 vices. DNS-SD was originally proposed by Apple as a part of Bonjour(formerly Rendevouz) and
 also consists of link-local address choosing [14] and Multicast DNS (mDNS). Bonjour can be consi-
 dered as Apples counterpart to UPnP that is provided by Microsoft.


Bonjour is included in MAC OS X and is used by Apple software such as iPhoto, iChat and iTunes
 and also supported by the KDE and Gnome desktop environments found on Linux and BSD plat-
 forms. Since Apple first launched Bonjour in 2002, every major maker of network printers has
 adopted Bonjour and uses DNS-SD to advertise the printer service to the local area network [16].


DNS Service Discovery itself is a way of using the existing DNS records to locate services. The
 protocol can be used to obtain names, service types, port numbers and other attribute information.


Since a Bonjour implementation most likely will have a multicast DNS responder for the name-to-
 address translation, service discovery can be implemented in quite a lightweight manner using the
 multicast DNS responder to disseminate service information. Even if DNS-SD is considered simpler
 than SSDP—because it uses DNS rather than HTTP—it is not suitable for low bandwidth ad-hoc
 networks.


Jini


Jini [92] is a product from Sun Microsystems and is heavily based on Java and Java RMI. In addi-
tion to service discovery, Jini provides service invocation, transactions and event notification. Jini
allows clients to join a Jini lookup service (JLS), which correspond to the directory agent in the SLP
protocol. Using the JLS, the clients can request information about services as well as publish their
own services. Publishing a service is performed by uploading a service object to the JLS. This object
contains the Java programming interface for the service including necessary methods and applica-
tions. The lookup service hence stores Java code necessary for the clients to access the particular
service. Discovery is conducted by multicasting a request for a lookup service in the local network.



(23)The bandwidth consumption generated by the discovery process and the fact that Jini is tied to Java
 and requires a Java Virtual Machine, makes it unsuitable for most low powered embedded systems,
 including MANETs.


Bluetooth Service Discovery Protocol (SDP)


The bluetooth communication stack contains the Bluetooth Service Discovery Protocol (SDP). The
 protocol addresses service discovery especially for bluetooth networks.


When searching for services, an SDP client creates a service request PDU containing a search pat-
 tern. The search pattern supports searching for services byname, searching byattributes, and brow-
 sing the network foranyservice. A SDP server will respond with a service PDU containing service
 records for the matching services. The respond can contain additional information as attributes, or
 the SDP client may request these attributes using a separate request PDU.


2.2.5 Evaluation


Even if the service discovery protocols described in this chapter share much resemblance, they also
 have different salient features. It should be noted that the protocols are aimed for fixed local area net-
 works or short range wireless networks and are not directly applicable for mobile ad-hoc networks.


However, they have served as an inspirational base for developing improvements or completely new
 protocols tailor made for MANET.


Anycast is a very simple approach and can hardly be called a service discovery protocol. Never-
 theless, it is a technique suitable for some applications e.g. when searching for a specific server.


Developing an anycast routing protocol for ad-hoc networks has proven to be difficult [99]. Howe-
 ver, research is on-going to solve this issue in OLSR-based MANETs [23].


Service Location Protocolis although relatively simple, not suitable for MANETs due to its exten-
 sive use of directory servers. SLPManet [2] is proposed as an optimization of SLP for MANETs.


SLPManet works without directory servers, and also introduces caching in order to reduce the ove-
 rhead induced in the discovery process. This protocol is further described in the next chapter.


DNS-SDandSSDPshare much resemblance. Both protocols require an underlying multicast routing
 protocol—which is not yet standardized for mobile ad-hoc networks. A proposal to optimize SSDP
 to better suit MANET without using multicast is described in [87]. However, the proposal is prone
 to generate broadcast storms in the network and is not optimal in terms of bandwidth consumption.


Neither DNS-SD is considered usable for MANET without severe optimizations [41].


Jiniis tied to the Java programming language, which may not be adaptable for all mobile devices. In
networks with no fixed infrastructure—such as mobile ad hoc networks, a reliable connection to the
lookup service can not be ensured, making the Jini architecture unsuitable for those networks accor-
ding to [35]. In [7] Jini is used in an ad-hoc network by taking advantage of a series of adjustments
to the protocol.
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Figure 3.1: Service discovery protocols for MANETs work either at the application layer or are
 considered as cross-layer protocols.


SDPis a scaled down solution and is only supported on Bluetooth devices, and can therefore not be
 used in mobile ad-hoc networks. However, as the ideas are simplistic they are applicable for other
 service discovery solutions tailor made for MANET.


The next chapter covers service discovery protocols aimed for pure mobile ad-hoc environments.



3 Related research


The previous chapter introduced general service discovery protocols aimed for local area networks
 and short-range wireless networks. This chapter describes some of the most prominent service dis-
 covery proposals for mobile ad-hoc networks.


3.1 Introduction


Most of the existing service discovery protocols are primarily designed for fixed networks and are
 not directly applicable for MANETs without adaptations. Tailor-made solutions specific for MA-
 NETs are therefore chosen in favor of more generic solutions. However, since different MANETs
 vary in size, equipment, applications and objectives, a variety of proposed service discovery ar-
 chitectures for MANET exist to solve specific purposes. Some of the solutions focus mainly at
 scalability in order to support hundreds or even thousands of nodes. Some solutions seek to mini-
 mize latency in the discovery process, while others are focused on reducing the control message
 overhead to support bandwidth-constrained environments.


Irrespective of the service discovery architecture (directory-based, directory-less or hybrid), or the
discovery mode (reactive, proactive or hybrid) there are two possible approaches when designing a
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Application-layer service discovery Refers to protocols independent of the underlying routing
 protocol


Cross-Layer service discovery Refers to protocolsintegratedwith the routing protocol, be it either
 reactiveorproactive.


Most MANET service discovery proposals belong to the first category, and place service discovery
 at a layeraboverouting (Figure 3.1(a)). Such mechanisms create an overlay on top of the network
 layer to disseminate service advertisements, requests and replies in the network. There are several
 advantages using this method: (i) as no assumption is made about the underlying network, it is
 possible to create pervasive service discovery architecture across different networks domains. (ii)
 The architecture can be based on existing standards, since the size of the service descriptors is
 not limited by the routing protocol. (iii) A modular and layered approach is maintained making it
 possible to replace protocols at any layer.


Cross-layer service discovery is motivated by the need to optimize control overhead and reduce
 service-acquisition latency. As both the service process and the routing process must coexist in an
 ad-hoc network—both processes generate and receive messages. It is therefore possible toexploit
 the routing layer for efficient dissemination of service control messages (Figure 3.1(b)).


Different service discovery proposals from both categories will now be described.


3.2 Application-layer service discovery


Most application-layer service discovery protocols are ambiguous in the terms that on the one hand
 they strongly support the layered approach and claim to beindependentof the underlying network
 architecture. On the other hand, they relyon network-layer support to multicast or broadcast the
 service discovery messages. If the target MANET supports multicast, application-layer service dis-
 covery leads to a simple and modular design. Thus, it is possible to disseminate service discovery
 through intermediate nodes that does not run any service discovery code (Figure 3.2). However, it
 should be noted that multicast in MANETs is still at the research stage (no standard is defined) and
 is hence an open issue.


3.2.1 Pervasive Discovery Protocol


The Pervasive Discovery Protocol (PDP) is a directory-less protocol aimed for ad-hoc networks
[12]. Each PDP node has a User Agent (PDP-UA) and a Service Agent (PDP-SA). The PDP-UA-
process search information in the network and the PDP-SA process advertise services offered by the
device. For each advertisement, an availability time is included. Entries are removed from the cache
of each node when the availability timer runs out without being updated.
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Figure 3.2: Using service discovery at the application level, all nodes in the network can forward
 service discovery messages.


PDP operates in reactive mode and assumes that the underlying network is either a one-hop network,
 a multi-hop ad-hoc network with multicast routing support.


3.2.2 Konark


Konark [40] is adirectory-lessservice discovery architecture based on a peer-to-peer model using
 lightweight HTTP servers. The protocol defines its own description language loosely based on
 WSDL (Web Services Description Language) [63]. HTTP and SOAP [58] are utilized to handle
 service delivery. The Konark architecture maintains a tree-based structure to cope with service clas-
 sification. The format support search for eitherall,genericorspecificservices in each category and
 the requests can be done either using simple keywords or a more fine-grained service description if
 a specific service is desired.


Using this classification, a node can search fora general printer, or choose to do a more detailed
 search for a color laser printer on the second floor. Konark supports both proactive and reactive
 service advertisements, and both servers and clients can actively discover and advertise services on
 a need basis. A service request is sent to a fixed multicast group, and all the nodes with a mat-
 ching service will respond. A time-to-live field is specified in the service advertisement process and
 enables local caching of service descriptors on each node.


3.2.3 SLPManet


SLPManet [2] is an adaptation of Service Location Protocol [36] to make it work in MANET envi-
ronments. The most prominent change from SLP is that Directory Agents (DAs) are omitted from
the protocol, making the architecturedirectory-less. As a consequence, Service Agents only reply
on requests from User Agents (reactive mode), in contrast to SLP, which supports both proactive
and reactive discovery between Service Agents and Directory Agents. Optional SLP messages such
as Attribute Request and Service Type Request as defined in the RFC are not implemented in the
MANET adaptation.



(27)The protocol includes a simple caching scheme, where all nodes in the network cache service infor-
 mation for a certain time. Caching increases performance but—as anticipated in [2]—cache entries
 may be false when the network topology changes. This is a general problem in all application-layer
 designs without access to routing information (i.e. non cross-layer designs).


3.2.4 Sailhan


Sailhan et.al has proposed adirectory-basedservice discovery architecture2 aiming at large-scaled
 ad hoc networks [86].


Directories in Sailhan are distributed and deployed dynamically. The directories form a virtual back-
 bone of nodes exchanging service requests and replies using WSDL service descriptors. The archi-
 tecture is by definition independent of the routing protocol, and communication between directories
 is done using a special bordercasting technique. The bordercasting is inspired by MPR flooding
 used in the OLSR routing protocol [20]. The architecture can also take advantage of the OLSR
 MPR election itself instead of creating the bordercast overlay on its own. Hence, even if the ser-
 vice information is distributed at the application layer, the protocol can utilize some cross-layer
 optimizations.


The dynamically allocated directory agents are deployed so as at least one directory is reachable in
 at most a fixed number of hops. Directories then cache the descriptions of services available in their
 vicinity and uses Bloom filters [8] to summarize the content of the directory by hashing the set of
 WSDL-based service descriptions.


3.3 Cross-Layer service discovery


Cross-layer design refers to protocol design done by actively exploiting the dependence between
 protocol layers to obtain performance gains [90]. By doing this, cross-layer solutions may violate
 the modular layered approach. A violation of a layered architecture involves giving up the luxury of
 designing protocols at different layers independently. Such optimizations should therefore be used
 with caution as cross-layer interactions can have undesirable consequences on system performance
 [50].


However, in some situations, cross-layer interactions are inevitable to eliminate the redundancies
 associated with repeating similar tasks found on adjacent layers [91].


Cross-layering in a service discovery context means all optimizations done by taking advantage
 on information found on lower layers—such as examining the routing table or measuring signal
 quality. Henceforth, the termcross-layer service discoveryrefers to service discovery solutions that
 utilizes the routing process to disseminate service discovery messages. Routing-layer support was


2In this report, I take the liberty to name the architectureSailhan.
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Figure 3.3: Some cross-layer service discovery proposals require changes to the routing protocol.


Intermediate nodes without those modifications prevent successful service discovery.


first introduced by Koodli and Perkins [53]. Now, several different proposals exist both for reactively
 routed and proactively routed MANETs.


3.3.1 Reactively Routed MANETs


SEDRIAN is adirectory-less service discovery architecture relying on AODV as routing protocol
 [73]. Service information can be described in two different ways: An optimized description using a
 128-bit Universal Unique Identifier (UUID) for generic services, and a more descriptive language
 to advertise special services that cannot be described in a simple UUID.


SEDRIAN exploits AODV by encapsulating three new packets in the AODV RREP message:


DREQ (Discovery Request) contains a request for a UUID-based service. DREP (Discovery Re-
 ply) contains a reply to a discovery request. The last message is ADVM (Advertisement Message).


It contains the advertisement any special service provided.


It should be noted that since SEDRIAN uses the AODV RREP message to disseminate discovery
 requests, replies, and advertisements, the proposal brings severe changes to the original AODV
 protocol. The RREP is not originally used as a broadcast message in AODV, and some adjustments
 are therefore necessary to avoid packet loops. For this reason, all nodes in the network must support
 SEDRIAN in order to make the discovery process work. Any AODV node in the network without
 the SEDRIAN extension, will prevent service discovery messages to be disseminated (Figure 3.3).


The proposal by Engelstad et.al [26] bears resemblance to SEDRIAN, but utilizes AODV in a
 slightly different manner. In addition, the protocol can be implemented both discovery-less and
 as ahybridarchitecture.


Using a discovery-less architecture, service discovery requests (SREQ) are piggybacked on AODV
Route Request Packets (RREQ), and service discovery replies (SREP) are piggybacked on AODV
Route Reply packets (RREP). Using the hybrid architecture, the service coordinator announcements
are piggybacked on AODV RREQ packets and service registrations are piggybacked on AODV



(29)Protocol Service descriptor Dissemination Routing Architecture Mode


PDP Text Multicast Any Directory-less Reactive


Konark WSDL Multicast Any Directory-less Hybrid


SLPManet SLP-url Multicast Any Directory-less Reactive
 Sailhan WSDL Multicast Any Directory-based Hybrid
 SEDRIAN UUID+ Cross-layer AODV Directory-less Reactive
 Engelstad Not defined Cross-layer AODV Hybrid Reactive
 Jodra Fixed integer Cross-layer OLSR Directory-less Proactive


LSD Not defined Cross-layer OLSR Hybrid Hybrid


Table 3.1: Comparison of different service discovery proposals


RREQ packets. Using this technique, there is no need to change the original AODV code, except
 allowing piggybacking of service discovery messages.


A thorough study of service discovery in reactively routed MANETs can be found in [103].


3.3.2 Proactively Routed MANETs


Jodra et.al [46] present a solution on integrating service discovery with the OLSR routing protocol.


The different OLSR messages [20] share a common message header. Utilizing this header, a new
 message called Service Discovery Message (SDM) is introduced. The SDM packet can contain
 either a service advertisement or a query.


The proposal also introduces a service cache for each node in the network. The cache stores all
 services available, both local and foreign. Whenever a node wants to use a service not stored in its
 local cache, it sends a request asking for the service using the SDM query message. SDM messages
 are forwarded by the MPRs in the network. Upon receiving a SDM query message, a node checks
 whether its local services corresponds to the service asked for in the query SDM. If this is the case, it
 will send an advertisement message announcing the requested service. The answer is MPR flooded.


As the complete SDM message is only 8 bytes, and thanks to piggybacking of the SDM to the
 OLSR packets, only a small overhead is added to the network. However, it should be noted that this
 efficient, albeit limited message format, cannot cope with advanced and detailed service descriptors.


Further, the service descriptors must be a priori known to all the nodes running service discovery.


A similar proposal, which also utilizes OLSR as routing protocol, is Lightweight Service Disco-
 very (LSD) [61]. A message similar to the previously mentioned SDM, Service Location Exten-
 tion (SLE), is here introduced. LSD supports bothdirectory-lessanddirectory-basedarchitectures.


Using the latter architecture, the discovery mode can be both reactive and proactive. The proposal
bears resemblance both to [46] and to ideas presented in [24].
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Figure 3.4: The OLSR default forwarding algorithm forwards service discovery packets without ha-
 ving to change the original OLSR code.


3.4 Summary


This chapter has described a variety of different service discovery proposals for MANETs with
 different salient features. The features are summarized in table 3.1.


Most proposed service discovery solutions solves service discovery at the application layer, ar-
 guing that cross-layer solutions violates a modular layered approach and hinder easy interchange
 of routing protocols. However, a cross-layer integration of the service discovery architecture with
 the routing protocol seems to bring considerable optimizations and the benefits are indisputable
 both in proactively and reactively routed MANETs. As the focus in this report is on low-bandwidth
 environments, I state that cross-layer solutions are inevitable.


It is important to use a service discovery architecture that istransparentto avoid that every node
 in the network must run service discovery code. Unawarenodes in the network should be able to
 forward requests, replies and advertisements on behalf of other nodes. Using an application-layer
 design with multicast dissemination, such a transparent architecture is possible (3.2). But, as shown
 in Figure 3.3, not all cross-layer proposals support such a transparent concept and require changes
 to the routing protocol to ensure packet forwarding of service discovery messages.


The choice of routing protocol is a matter of operational scenario, traffic patterns, available band-
 width, delay requirements as well as a matter of personal taste. Research favoring both reactive, and
 proactive protocols can be found. I envision a cross-layer service discovery protocol based on the
 following consepts:


• It should use OLSR to aim for transparency.3 The OLSR default forwarding algorithm for-
 wards all packets (also new and unknown packet types) using MPR forwarding (Figure 3.4).


• The architecture should be directory-less to eliminate the overhead with selecting and main-
 taining directories.


3An OLSR-network such as Freifunk Berlin [31] consists of over 700 nodes. Any pair of nodes in this network can
take immediately use of an OLSR-based service discovery protocol without having to update any code at the other nodes.



(31)• It should include caching to reduce control traffic and to lower the discovery delay.


• Service descriptors must be defined in an efficient and flexible manner.


• It should be tailor made for low-bandwidth environments and seek to lower the overhead on
 the routing protocol.


The rest of this report describes and evaluates a new service discovery protocol that seeks to fulfill
 the above requirements.



4 Mercury - A cross-layer service discovery protocol


Considering the requirements drawn in the previous chapter, a new service discovery protocol is
 proposed. This chapter provides a design overview of the new protocol.


4.1 The design


As different MANETs vary both in size, equipment, applications and objectives, a variety of dif-
 ferent protocols to solve service discovery in these networks are proposed and implemented. Some
 of them have been described in the introduction of this report.


The aim in this report is to create and evaluate a new service discovery design forlow-bandwidthad-
 hoc networks primarily aimed at tactical and first responder networks. In order to make an efficient
 service discovery solution suitable for such environments, I envision several optimization elements
 to be included. These elements are:


• Service information (service descriptors) must be defined in anefficientmanner and should
 bescalableto support several simultaneous requests or advertisements.


• The service discovery process must rely on efficient service descriptor dissemination to save
 bandwidth.


• The solution should be fullydistributedboth to optimize for speed and to obtain redundancy.


In this report I propose a new service discovery protocol— subsequently named Mercury4. The
 protocol works in the following manner: The service descriptors are described usingBloom filters.


The service dissemination is done bypiggybackingservice information on OLSR routing messages,
 and the solution is fully distributed and utilizes intelligent local caching with service handover
 support.


4In roman mythology, Mercury was the messenger of the gods and the major god of trade, profit and commerce. Light
footed, and with winged sandals, he carried urgent messages for the other gods.
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Figure 4.1: Mercury connects users and applications to services in the ad-hoc network using service
 advertisements and service requests.


The purpose of Mercury is to act as a common framework that connects services distributed in the
 ad-hoc network to users and applications (Figure 4.1). I will now describe the different components
 of Mercury.


4.2 Service description by Bloom filters


The proposed solution in this report is to distribute a summary of the available services as a vector
 (or array) described as aBloom filter[8]. The technique of Bloom filters was originally used primary
 in database applications, but due to the interesting characteristics of Bloom filters, the technique has
 received attention in many aspects of computer network research. Both peer-to-peer networks, pa-
 cket routing, data measurement, dictionary systems and password checking are applications that can
 benefit from Bloom filters [10]. Bloom filters can be considered in any application where implemen-
 tation space of a list is important and a small amount offalse positivescan be accepted.


For our purpose, a Bloom filter is an efficient way to describe services. Using such filters, it is
 possible to summarize all available services on one particular node or directory in a small size-
 defined array. The approach gives network efficient and timely service dissemination.


In dense networks with a high number of available services, there is a chance for false positive
 service replies: A node may falsely respond positive to a query even if the requested service is not
 actually offered. The false positive rate can be minimized by analyzing the filter and then setting the
 different parameters of the filter to optimal values.


4.2.1 Introduction


In our context, the intention of the Bloom filter is to represent a set S = {x1, x2, . . . , xn} ofn
 service descriptors in an efficient manner. We start by defining a Bloom filtervimplemented as an
 array of m bits. All the bits {1, . . . , m} are initially set to0. The filter usesk independent hash
 functionsh1, h2, . . . , hkwith range{1, . . . , m}to hash each service descriptorxto the arrayv.


For each service descriptorx ∈S, the hash outputhi(x)represents an array position inv,v[hi(x)]


that is set to1for all hash functionsi= 1,2, . . . , k. One location invcan be set to1multiple times,
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Figure 4.2: A Bloom filter ofmbits is used to store service descriptors. Two services are added to the
 filter. A query of the service ”Map server” shows correctly that this service is not part
 of the filter. However, the Bloom filter responds positive to the query ”VideoCamera”


even if the service is not actually part of the filter (i.e. false positive).


however it is obvious that only the first change has any effect. Figure 4.2(a) and 4.2(b) illustrates
 two different services hashed by three hash functions and then added to the same array (or filter).


In order to check whether any servicez is in the Bloom filter, we have to determine whether all
 hi(z)are set to1. If this is the case, we assume that the servicezis avaliable. If allhi(z)are not1,
 the service is not part of the filter—as in Figure 4.2(c). The Bloom filter may, however, yield a false
 positive if the filter indicates that a service descriptorz ∈S even though it is not (Figure 4.2(d)).


The chance of getting a false positive lookup can be estimated using calculus of probability.


4.2.2 False positive calculation


Given thatmis the length (in bits) of the Bloom filter,nis the number of service descriptors inserted
 in the filter, andk is the number of hash functions used, the false positive probability is given by
 equation 4.1. Calculations can be found in Appendix A.1.


Pf p=


1−e−knmk


(4.1)
 Notice that the number of services is the only value that can vary while the application is running
 It is therefore important to have a thorough understanding of the target application and to set the
 parameterskandmcarefully to minimize the probability of false positive queries.


There are two ways to reduce the chance of false positives: One approach is to change the number
 of hash functionsk. The second method is to increase the size of the Bloom filter itself, namelym.


The optimal number of hash functions



(34)The optimal value ofkcan be calculated by taking the derivate of the equation 4.1 (See Appendix
 A.2 for calculations). We then find that the optimal number of hash functions, kopt, for a filter of
 widthmand a certain number of service descriptorsnis:


k= m


n ln 2 ⇒ kopt =bke (4.2)


When designing a service discovery protocol based on Bloom filters, equation 4.2 is important in
 order to choose the best number of hash functions. The number is given by the expected number of
 services to be stored and the filter width reasonable with respect to the transmission protocol and
 radio medium limitations. In Mercury, the default number of hash functions is four.


The size of the filter


In order to minimize the false positive rate, the filter (m) should mathematically be as large as
 possible—preferably indefinite. However, computation time, network data rate and memory consump-
 tion limits the feasible size of the filter.


Figure A.1 in appendix A.3 shows how the false positive vary by changing the number of hash
 functions and the size of the filter. In Mercury, the default filter size is 128 bits.


4.2.3 The Mercury Bloom filter


The heart of the Bloom filter is the hash function. Any hash function can be used as long as it is able
 to map an item (e.g. service descriptor) to a pseudo-random number uniform over the range1. . . m.


Equally important: the outcome of thekdifferent hash functions must be independent. One way to
 implement a hash function is to use a series of modulo functions (such as in SBDM hash). Another
 approach is to use a cryptographic hash function such as MD5 [82].


Even if MD5 is considered insecure for most cryptographic purposes today, it has desirable proper-
 ties as a basis for a Bloom filter hash function. MD5 is deterministic and uniform, and has excellent
 collision resistance for our purpose. MD5 also exist as open source code for many programming
 languages, and implementations are relatively fast. Due to its qualities, the false positive probability
 can be brought close to the theoretical limit, given by equation 4.1.


It should be noted that most cryptographic hash functions—even MD5—are due to its tampering
 resistance, computationally slower than general-purpose hash functions. However, the MD5 process
 is run only upon advertising and requesting a service and not when service matching is performed—


as matching is done on the filters itself. Further, as shown subsequently, onlyoneMD5 operation is
 required to generate input to allkdifferent hash functions.


The Mercury Service discovery design uses MD5 in the following manner: The khash functions,
which constitutes the Bloom filter, are constructed fromkgroups of eachrbits out of the 128 bit
hash from the MD5 operation. Any set of sub-bits from an MD5 output can be used as an input to
an independent function. Each of thesekfunctions sets one bit in the filterv.
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