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(3)Abstract


Video streaming has gone a long way from its early years in the 90’s. Today, the prevail-
 ing technique to stream live and video on demand (VoD) content is adaptive HTTP segment
 streaming as used by the solutions from for example Apple, Microsoft, and Adobe. The rea-
 sons are its simple deployment and management. The HTTP infrastructure, including HTTP
 proxies, caches and in general Content Delivery Networks (CDNs), is already deployed. Fur-
 thermore, HTTP is the de facto standard protocol of the Internet and is therefore allowed to
 pass through most ﬁrewalls and Network Address Translation (NAT) devices. The goal of
 this thesis is to investigate the possible uses of adaptive HTTP segment streaming beyond
 the classical linear streaming and to look at ways to make HTTP servers dealing with HTTP
 segment streaming trafﬁc more efﬁcient.


In addition to the deployment and management beneﬁts, the segmentation of video opens
 new application possibilities. In this thesis, we investigate those ﬁrst. For example, we
 demonstrate on the ﬂy creation of custom video playlists containing only content relevant to
 a user query. Using user surveys, we show, that it not only saves time to automatically get
 playlists created from relevant video excerpts, but the user experience increases signiﬁcantly
 as well.


However, already the basic capabilities of HTTP segment streaming, i.e., streaming of
 live and on demand video, are very popular and are creating a huge amount of network
 trafﬁc. Our analysis of logs provided by a Norwegian streaming provider Comoyo indicates
 that a substantial amount of the trafﬁc data must be served from places other than the origin
 server. Since a substantial part of the trafﬁc comes from places other than the origin server,
 it is important that effective and efﬁcient use of resources not only takes place on the origin
 server, but also on other, possibly HTTP segment streaming unaware servers.


The HTTP segment streaming unaware servers handle segment streaming data as any
 other type of web data (HTML pages, images, CSS ﬁles, javascript ﬁles etc.). It is important
 to look at how the effectiveness of data delivery from this kind of servers can be improved,
 because there might be potentially many "off the shelf" servers serving video segments (be
 it a homemade solution or an HTTP streaming-unaware CDN server). In general, there are
 three possible places to improve the situation: on the server, in the network and on the client.


To improve the situation in the network between the server and the client is generally impossi-
 ble for a streaming provider. Improving things on the server is possible, but difﬁcult because
 the serving server might be out of the control of the streaming provider. Best chances are to
 improve things on the client. Therefore, the major part of this thesis deals with the proposal
 and evaluation of different modiﬁcations to the client-side and only some light modiﬁcations
 to the server-side. In particular, the thesis looks at two types of bottlenecks that can occur.


The thesis shows how to deal with a client-side bottleneck using multiple links. In this con-
text, we propose and evaluate a scheduler for partial segment requests. After that, we discuss
different techniques on how to deal with a server-side bottleneck with for example different



(4)modiﬁcations on the transport layer (TCP congestion control variant, TCP Congestion Win-
 dow [1] (CWND) limitation) and the application layer (the encoding of segments, segment
 request strategy).


The driving force behind many of these modiﬁcations is theon-off trafﬁc pattern that
 HTTP segment streaming trafﬁc exhibits. The on-off trafﬁc leads in many cases of live
 streaming to request synchronization as explained in this thesis. The synchronization in turn
 leads to increased packet loss and hence to a downgrade of throughput, which exhibits itself
 by decreased segment bitrate, i.e., lower quality of experience. We ﬁnd that distributing client
 requests over time by means of a different client request strategy yields good results in terms
 of quality and the number of clients a server can handle. Other modiﬁcations like the limiting
 of the CWND or using a different congestion control algorithm can also help in many cases.


All in all, this thesis explores the potentials of adaptive HTTP segment streaming beyond
the linear video streaming and it explores the possibilities to increase the performance of
HTTP segment streaming servers.
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Chapter 1 Introduction


A video is nothing more than a series of static images shown quickly one after another in or-
 der to create an illusion of continuity. Yet, it took almost 30 years after the Internet was born
 in 1969 for the commercial video streaming applications to break through (RealPlayer [5],
 ActiveMovie [6], QuickTime 4 [7]). The responsible factors are the large computing and
 bandwidth requirements associated with the video encoding and transmission. To stream
 (transfer) a video, each video image must be transmitted to the remote site up to a precisely
 deﬁned time to be ready in time for playout. Furthermore, because each image requires a
 rather big amount of bytes to be transfered and because a lot of images is required per sec-
 ond to create the illusion of continuity, the bandwidth requirement was just too high for the
 early days of the Internet, i.e., even for low resolution videos. Compression can be used to
 reduce the number of bytes required per image, but, in general, the computational complexity
 of compression grows with the number of bytes that can be saved, and therefore, powerful
 computers are needed. It was ﬁrst in 1997 that both the computational and bandwidth re-
 quirements could be fulﬁlled, and successful commercial Internet video streaming started to
 boom with players from for example RealNetworks [5], Microsoft [8] and Apple [7]1.


Today, video streaming is one of, if not the most popular service of the Internet. Only
 YouTube alone delivers more than four billion hours of video globally every month [10].


Furthermore, many major (sports) events like the European soccer leagues, NBA basketball
 and NFL football are streamedlivewith only a few seconds delay. Other examples include the
 2010 Winter Olympics, 2010 FIFA World Cup and NFL Super Bowl, which were successfully
 streamed to millions of concurrent users over the Internet, supporting wide range of devices
 ranging from mobile phones to HD displays. The list of video streaming providers is growing
 and includes companies like HBO [11], Viasat [12], TV 2 Sumo [13], NRK [14]. But there
 exist also pure Internet streaming companies like Netﬂix [15] and Comoyo [16]. Thus, the
 amount of Internet video trafﬁc has been steadily growing and is predicted to grow even more.


For example, Cisco is predicting the video trafﬁc to quadruple by 2016 [2]. A substantial part
 of the video trafﬁc is going to be VoD over 7 minutes and live trafﬁc as shown in Figure 1.1.


Moreover, with a share of more than 50% of the total Internet trafﬁc, video trafﬁc is without
 doubt one of the most important candidates when it comes to the optimization.


1Before the successful commercial era there were tools like vic [9] and a few streaming commercial compa-
nies that did not survive.
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Figure 1.1: Cisco Visual Networking Index [2]: Internet video trafﬁc forecast.



1.1 HTTP Segment Streaming


As the amount of video trafﬁc has grown, the video streaming methods has been evolving.


Historically, User Datagram Protocol [17] (UDP) was the protocol of choice for delivering
 live videos, and reliable transport protocols like Transport Control Protocol [18] (TCP) were
 used to deliver non-live VoD videos. This has changed and delivering live and on-demand
 videos over the Hypertext Transfer Protocol [19] (HTTP) on top of TCP has become very
 popular, e.g., used by Comoyo [16], Netﬂix [15], NRK [14]. The main reasons are to be
 found in the Internet Service Provider (ISP) and company network policies rather than in the
 technical aspects. TCP is Network Address Translation (NAT) friendly, and additionally, the
 standard HTTP port 80 is allowed by most ﬁrewalls. From the technical perspective, it is the
 possibility of reusing the already deployed HTTP infrastructure that makes streaming over
 HTTP so attractive.


To provide the client with the possibility to adapt to varying network resources in HTTP
 segment streaming, a video is usually split into segments, and each of these segments is made
 available in different bitrates. Thus, the client can adapt to changing network conditions
 or resource availability by simply requesting video segments in bitrates that ﬁt the current
 network conditions. Figure 1.2 captures the process. We see that a live stream is ﬁrst cap-
 tured and sent to an encoder. The encoder encodes the stream into multiple content-identical
 streams with different bitrates. These streams are then split into segments by a segmenter.


The segments are ready for playout after segmentation and can be distributed via a CDN for
 example. We call this type of streaming(adaptive) HTTP segment streaming. It is also known
 as HTTP dynamic streaming [20], HTTP live streaming (HLS) [21], Smooth Streaming [22]


and as MPEG Dynamic Adaptive Streaming over HTTP (MPEG-DASH) [23]. MPEG-DASH
 has recently been ratiﬁed for international standard by ISO/IEC’s joint committee known as
 MPEG.


Even though the HTTP segment streaming is based on HTTP, the temporal dependence
between video segments makes the network trafﬁc different from a regular HTTP web trafﬁc.
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Figure 1.2: Adaptive HTTP segment streaming architecture


The server trafﬁc generated by HTTP segment streaming clients is inﬂuenced by the tempo-
 ral dependencies between segments and the segment availability in case of live streaming.


This results into anon-off trafﬁc pattern, i.e., trafﬁc where sending of data is interrupted by
 idle periods. It is particularly different from the trafﬁc generated by web clients on a web
 server. The understanding and optimization of the server trafﬁc is of importance to stream-
 ing providers so that they can optimize their server and client software with respect to for
 example cost per client and quality per client.



1.2 Problem Description and Statement


The problem with the classical video streaming services like for example YouTube [10] is
 that the response to a search query is a list of complete videos. However, the user search
 query might match only a speciﬁc part of a video, yet the returned videos must be watched in
 their full length to manually ﬁnd the moments of interest. However, the client driven segment
 streaming opens great opportunities to enhance user experience beyond basic progressive
 streaming as we know it from YouTube. In this thesis, we explore the possibilities that HTTP
 segment streaming brings in terms of playlist creation based on different videos.


We further look at the performance of delivery of segments as this is a very important
 aspect of a service as popular as the HTTP segment streaming. An HTTP segment streaming
 client downloads the segments of a stream one after another. The client chooses the bitrate
 of the segments according to the available bandwidth so that the time it takes to download a
 segment is shorter or equal to the actual segment duration (the playout time of a segment).


The download time must be shorter or equal than the segment duration, because otherwise
 the client buffer would eventually become empty and pauses would occur in the playout.


Since there is only a handful number of bitrates to choose from, the download time is usually
shorter (not equal) than the segment duration. Therefore, it takes less time to download



(20)a segment than it takes to playout a segment, i.e., the download speed is higher than the
 playout speed. The client buffer ﬁrst hides this inequality by queueing every segment that
 is downloaded. However, after some time, it gets full and the download of the next segment
 needs to be postponed until a segment is consumed by the playout. This leads to an on-
 off download pattern as shown in Figure 1.3. This pattern is substantially different from a
 bulk data transfer. Furthermore, the regularity of theon-off pattern (especially in the case
 of live streaming where the segments become available in periodic intervals) differentiates
 this pattern from the web trafﬁc pattern (download of HTML pages, pictures, CSS, javascript
 etc.).



 
 
 


  


     


      


Figure 1.3: When the download speed is higher than the playout speed the client buffer
 becomes full eventually and theon-off trafﬁc pattern arises.


When downloading a web page, a client requests ﬁrst the HTML code of the page and
 then requests different web objects that are linked from that page like the javascript ﬁles,
 images, style sheets etc. It has been shown [24] that this type of web trafﬁc for web browsing
 can be modeled fairly well by anon-off source. However, the distribution of the length of the
 on and off periods is different from the distribution of the on and off periods in case of HTTP
 segment streaming. The length of these periods is governed by the playout speed, which
 is constant, and the segment availability in case of live streaming. This results in almost
 constant on and off periods unless bandwidth or bitrate changes (the playout speed is usually
 ﬁxed to a speciﬁc number of frames per second). Therefore, other trafﬁc patterns are formed.


In case of live streaming, all clients have the incentive to be as "live" as possible, request-
 ing a new segment as soon as it becomes available. Even though, in general, the client re-
 quests take different time to get to the server due to for example different RTTs, the incentive
 to be as live as possible leads to a nearly perfect request synchronization. This synchroniza-
 tion of the responses does not happen to web trafﬁc. The challenge is to ﬁnd ways to optimize
 the HTTP segment streamingon-off trafﬁc. This requires looking at both the transport and
 the application layer.


Problem Scope and Limitations In the scope of this thesis, we ﬁrst look at the application
 enhancements, which are possible with segmented streaming. In particular, we practically
 demonstrate the possibility of playlist creation based on segments from different original
 streams.


However, the main problem we explore in this thesis is the interplay of live segment
streaming clients that share a common bottleneck. We do not restrict ourselves to single client



(21)behaviour, but look at the system composed of clients and a server as a whole. We explore
 primarily how client-side modiﬁcations and very light, non-invasive server-side modiﬁcations
 both on the transport and the application layer can increase the number of clients that a server
 is able to handle with respect to quality, deadline misses and liveness.


We are aware of the advantages of segmented streaming, especially its infrastructure
 reuse, and therefore, we intentionally limit the scope of the modiﬁcations, to client and light
 server modiﬁcations, making most of our investigations relevant also to general CDN infras-
 tructures where major server modiﬁcations might not be possible. For example, we do not
 investigate scenarios where the server keeps state about every client in order to be able to
 schedule segment delivery. We also do not assume any communication possibilities between
 the clients like in a P2P environment. This makes for a perfectly distributed problem, since
 the clients can not coordinate their actions with each other directly nor via a server.


We explore the following key areas in this thesis:


1. The potential of HTTP segment streaming beyond classical streaming. Here, we ex-
 plore the potential application enhancements that are possible with HTTP segment
 streaming. We are speciﬁcally interested in the possibilities of combining segments
 from different videos into a seamless, smoothly playable playlists.


2. Leverage multiple network interfaces on a client. Today, many, especially mobile
 devices, have multiple network interfaces available, e.g., HSDPA [25] and WLAN.


We therefore explore the possibilities to utilize all the available interfaces in order to
 achieve better user experience, i.e., video quality and liveness.


3. Improving the performance of segment delivery from a congested server. Because the
 delivery of the segments plays a major role by the scalability of HTTP segment stream-
 ing, we are interested in the way segments are delivered. We consider theon-off trafﬁc
 pattern of HTTP segment streaming trafﬁc and search for modiﬁcations on both the
 client- and the server-side to increase the performance of an HTTP segment streaming
 server.



1.3 Research Method


There are several ways to perform research in the area of computer science. In this respect,
 the Association for Computing Machinery (ACM) describes in [26] three major paradigms,
 or cultural styles, by which computer scientists approach their work:


1. The theory paradigmis rooted in mathematics. Objects of study are speciﬁed ﬁrst.


Then, a hypothesis about relationships between the objects is formed, and ﬁnally, the
 hypothesis is proven logically.


2. The abstraction paradigmis rooted in the experimental scientiﬁc method. Here, a
 hypothesis is formed ﬁrst. A model and predictions based on the model are then made.


As the third step, experiments are designed, data is collected and ﬁnally analyzed.



(22)3. Thedesign paradigmis rooted in engineering. Here, the requirements and speciﬁca-
 tions are stated ﬁrst. Then, a system is designed and actually implemented. The last
 step is a system test to see if the stated requirements and speciﬁcations were satisﬁed.


This thesis follows mainly the abstraction and design paradigm. The research on video
 playlist composition (see Chapter 2) is based on thedesign paradigm. Our goal is to see
 the potential of HTTP segment streaming beyond linear playout and enrich and improve the
 user experience of video search with the features of HTTP segment streaming. We analyze
 existing services (like VG-Live [27] and TV2 Sumo [13]) providing video clips of small
 events in soccer games and talk to people from Microsoft to collect their requirements and
 speciﬁcations. Based on these, a design and a subsequent implementations matching the two
 different application domains are created. Besides technical testing, we create user surveys
 to see if the system actually signiﬁcantly improves the situation or if we have to return to the
 design board. Moreover, our multilink solution approach to leverage a potential client-side
 link bottleneck (see Chapter 4) also follows thedesign paradigm. We want the client to make
 use of multiple interfaces at the same time, therefore we design and implement a solution that
 is able to do so. Through system testing in emulated, as well as in real networks, we propose
 a segment download scheduler.


Our approach to deal with the server-side bottleneck (see Chapter 5) falls rather into
 theabstraction paradigm than into the design paradigm, because it is practically hard (in
 real networks) to evaluate proposals that affect thousands of users. Our hypothesis is that
 certain client and server-side modiﬁcations will help to improve the effectiveness of an HTTP
 segment streaming server when the network bottleneck is at the server potentially serving
 thousands of clients simultaneously. Based on our hypothesis, we formulate a simulation and
 emulation model to verify our hypothesis. Unfortunately, we have no choice but to skip step
 three (the real world experiment) due to practical reasons, i.e., the main reason being that we
 are not able to get (in time) a streaming provider to evaluate our proposals in real networks
 with thousands of real clients.



1.4 Main Contributions


This thesis explores the potential of HTTP segment streaming beyond basic video stream-
 ing as well as proposes improvements to existing HTTP segment streaming techniques and
 settings. The main contributions to the challenges stated in Section 1.2 are summarized here:


1. Proof of concept application enhancement implementing playlists based on segments
from different videos. Two prototypes from two different application domains (sports
and education) were implemented to demonstrate the feasibility of segment combina-
tions not only from the same video, but also across different videos. This means that
the results to a search query no longer need to be complete videos, but can also be
video segments from possibly different original videos. Furthermore, we measured the
improvement in terms of user experience with user studies and found out that in both



(23)cases a signiﬁcant improvement was achieved. Users liked the added functionality and
 also thought it might be useful on a day-to-day basis.


2. Increasing user experience with a multilink segment download scheduler.We proposed
 and tested a method to divide video segments into smaller subsegments that can be
 retrieved in parallel over multiple interfaces. The proposed scheduler aggregates the
 throughput of multiple interfaces enabling the client to retrieve higher quality segments.


We saw that our scheduler works not only in managed environment, i.e., emulated
 test networks, but also for real HSDPA [25] and WLAN aggregation. The result was
 a higher quality video stream compared to a single link scenario using either of the
 available interfaces.


3. Proposed system improvements to HTTP segment streaming. Our analysis of a real
 video streaming provider’s log data shows that a lot of video segments must be served
 from sources other than the origin server. Since these sources are usually out of the
 control of the streaming provider, no major modiﬁcations can be done on the server-
 side of these, e.g., on HTTP proxy caches. Based on this knowledge, we proposed
 different possible modiﬁcations to both the server, but mainly to the client-side to op-
 timize segment delivery from an HTTP server. Our exploration focused on transport
 layer modiﬁcations (TCP congestion control variant, CWND limitation) and applica-
 tion layer modiﬁcations (segment duration, segment request strategy). The beneﬁts
 and drawbacks were evaluated by simulation and in some cases emulation. The global
 effects were evaluated in terms of increased client count per server, quality of down-
 loaded segments, deadline misses and liveness (see Section 4.2). Additionally, an easy
 and fully distributed method for request de-synchronization was proposed. The main
 ﬁnding was that client requests synchronization should be prevented. If client request
 are distributed, the server performance increases, and the server can serve more clients
 with higher quality segments.



1.5 Thesis Outline


The remainder of this thesis is organized as follows:


Chapter 2,"Beyond Basic Video Streaming with HTTP Segment Streaming", provides a de-
 tailed overview of HTTP segment streaming, especially the encoding of segments. It
 also discusses the work on video playlists and its application to different domains.


Chapter 3,"Analysis of a Real-World HTTP Segment Streaming Case", shows the analy-
 sis of 24-hours logs provided by a Norwegian streaming provider Comoyo. It explains
 the data behind the indications of signiﬁcant data delivery from sources other than the
 origin server.


Chapter 4,"Improving the HTTP segment streaming with multilink", discusses the use of
multiple links to deal with a client-side bottleneck. It is based on the observation that
modern devices usually posses more than one network interface.



(24)Chapter 5,"Enhancing the server performance", begins with the explanation of the parts
 of TCP relevant to HTTP segment streaming. It then proposes and evaluates different
 techniques and modiﬁcations to improve the effectiveness of a single server.


Chapter 6,"Conclusion", summarizes previous chapters and the work of this thesis and
sheds light on perspective future work.
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Chapter 2



Beyond Basic Video Streaming with HTTP Segment Streaming


The transmission of video has been around for many years. The ﬁrst TV receivers became
 commercially available in the late 1920s, and since then the technology has boomed. The
 television was initially based on analog technology and used broadcasting, i.e., one-to-all
 communication, to reach its audience. However, since the 1920s, there has been a lot of
 progress not only in the area of video transmission, but also in the consumer needs and wishes.


The analog transmission for commercial, especially entertainment use, is being aban-
 doned. In addition to moving from analog TV to digital TV, we see that video content and
 other related real-time content (subtitles, overlaid text, links, etc.) is being moved more and
 more to the Internet. In general, we call the delivery of video and other related real-time
 content over the Internetmedia streaming. Media streaming has raised many new challenges,
 not only due to the high processing requirements, but mainly due to the unreliability of the
 Internet links, making it hard to deliver video content in time.


There has been a lot of efforts (e.g., [28, 29]) to introduce Quality of Service (QoS)
 guarantees to the Internet. However, they have not been so far widely deployed and remain
 out of reach of a normal Internet user. Thus, for the regular user, the majority of Internet
 links and subsequently connections is still unpredictable in terms of available bandwidth
 (capacity), delay and loss, resulting in a best-effort service. These three metrics are not only
 unpredictable, but also vary over time for the same connection. The Internet media streaming
 must take the unpredictability into account in order to improve user’s quality of experience.



2.1 The (not so) Historical Background


In the beginning of the Internet media streaming era, the usual way to deliver video over
the Internet links was to use proprietary, (non-open) protocols like the Microsoft Media
Server (MMS) protocol [30], Real Player’s Progressive Networks (PNM/PNA) protocol, and
Adobe’s Real Time Messaging Protocol (RTMP) [31]. These were then largely replaced
by the open standard Real-time Transport Protocol [32] (RTP)/Real Time Streaming Proto-
col [33] (RTSP) protocol suite. The RTSP protocol’s responsibility is to negotiate a media
streaming session parameters as well as to control the media streaming session (e.g., start,



(26)pause and stop). The RTP protocol carries the video data and is usually encapsulated in a
 datagram protocol, which in practice means it is carried by UDP (the speciﬁcation does not
 say it has to be UDP and it could as well be Datagram Congestion Control Protocol [34]


(DCCP), Stream Control Transmission Protocol [35] (SCTP) or something else). In addition
 to RTP/RTSP, a protocol called RTP Control Protocol [32] (RTCP) is used to get feedback
 from the video receiver about its perception of the connection and the media player’s state.


Because the protocols have the full control over packet retransmission, they can be for ex-
 ample used for applications where packet loss is preferred over increased delay caused for
 example by TCP’s congestion control, like video or audio conferencing. The protocol suite is
 very ﬂexible, and the usage scenarios range from pure audio conferences to multicast multi-
 party low delay video sessions.


However, the ﬂexibility of packet level control brings also disadvantages in practical im-
 plementations. Systems like these become quickly very complex because they have to deal
 with ﬂow and congestion control, packet loss and out-of-order packets themselves. One other
 disadvantage of RTP/RTSP streaming is that the server has to keep track of the state of ev-
 ery streaming session. It needs to know whether the stream is paused or not, which ports to
 send different media tracks to, which RTP streams belong to which session etc. This implies
 that specialized RTP/RTSP servers must be used, which might be costly. Additionally, UDP
 trafﬁc is often not permitted by default ﬁrewall and NAT settings, which makes RTP/RTSP
 deployment a rather complicated and challenging task. For example, a VG Nett (one of the
 largest online newspapers in Norway) log analysis showed that only 34% of UDP stream-
 ing attempts were successful [36], and the rest was served by TCP over MMS and HTTP
 progressive download.


On the other hand, the deployment and scaling of HTTP servers is easy and well under-
 stood. The default ﬁrewall and NAT settings pose no problems in most cases. Therefore, it is
 a very straightforward approach to try to deliver video over HTTP. The video ﬁle is uploaded
 to a regular HTTP web server no differently than any other static web object (web page, pic-
 ture, etc.). The client then accesses the HTTP web server and downloads the media ﬁle. The
 difference to traditional static web object download is that the web server can limit (pace)
 the download speed of the client. In the perfect case, the reduced download speed perfectly
 matches the playback speed (in praxis the download should always be by a safe margin ahead
 of the playback to accommodate for jitter created by TCP and the Internet link [37]). Hav-
 ing the download only slightly ahead of the playback reduces the number of unwatched yet
 downloaded video content in terms of bytes if the user decides to stop the playback before
 the end of the video. In this way, the video provider saves link capacity that can be used by
 other users. This type of paced download is called progressive download and is very popular
 for VoD.


One of the main technical differences between progressive download and RTP/RTSP is
the use of TCP under HTTP. TCP is not optimized for real-time trafﬁc per se. Clients need to
either buffer more data to compensate for jitter caused by TCP’s congestion control or have
a connection speed substantially faster than the playback rate [37]. However, even so, the
practical beneﬁts of HTTP deployment and scalability seem to overweight the advantages of



(27)RTP/RTSP, which is conﬁrmed by the large scale deployment of HTTP/TCP based solutions1.



2.2 Video Segmentation


One possible way to adapt to available bitrate is to facilitate encoding techniques that were
 designed with scalability in mind. Examples of such encoding techniques are Multiple De-
 scription Coding [38] (MDC), Scalable Video Coding [39] (SVC) and Scalable MPEG [40]


(SPEG). MDC uses a technique of fragmenting a single stream into a set of substreams. Any
 arbitrary subset of the substreams can be used to decode and watch the content but the more
 substreams are decoded, the better the quality of the video. However, the high fault toler-
 ance is payed with a big overhead [41]. SVC is similar to MDC. It uses layered encoding
 where each layer N can only be decoded if layer N-1 is also decoded. A simple example of
 SPEG or priority progress streaming [40] extends the currently available compression for-
 mats with priority dropping. Priority dropping is a technique where the server starts dropping
 less important data ﬁrst when informed that the client buffer is about to underrun. This saves
 bandwidth and gives a chance to the client buffer to recover. In contrast to random dropping
 of data, priority dropping provides smoother degradation of quality.


However, the problem with most of these advanced encodings is that they are not sup-
 ported on commercial devices. This disqualiﬁes them from the use in practical implementa-
 tions. Therefore, other "bitrate adaptation techniques", like the progressive download, based
 on traditional codes like H.264 [42] are used in practice. However, the problem with pro-
 gressive download (like provided by, e.g., YouTube, Dailymotion and Metacafe) is that the
 quality of the media must be chosen (for example manually by the user) in the beginning of
 the download. Particularly, the quality can not be changed later on when the playout is in
 progress. This is a major drawback if the connection properties change during the playout. In
 other words, an improvement of the connection speed leads to lower video quality as would
 be possible and the worsening of the connection speed leads to playout hiccups and annoying
 rebuffering periods.


To ﬁx this problem, it should be possible to adapt the bitrate of a video stream to the
 current network conditions while streaming. This is where video segmenting helps (perhaps
 ﬁrst mentioned in a patent ﬁled in 1999 [43]). A live stream (or a prerecorded stream) is
 encoded multiple times, each time with a different bitrate and thus different video quality.


The encoding is done in such a way that each of the streams can be chopped into smaller self
 contained pieces, called segments, that can be played out on their own, i.e., a segment has
 no dependencies on other segments. The client downloads the video segment by segment. It
 chooses the bitrate of each segment so that it ﬁts the currently observed connection properties
 (see Figure 2.7(a)). Figure 1.2 illustrates the process of distributing a video via adaptive
 HTTP segment streaming. In this ﬁgure, the encoder machine receives a live stream and
 produces 3 content-identical streams. Each of the 3 streams has a different bitrate. The
 segmenter splits each stream into segments that are distributed for example via standard CDN


1For interactive media streaming sessions, like conferencing, people are now talking about RTCWeb (http:


//tools.ietf.org/wg/rtcweb/), which again may use RTP over UDP, but this is beyond the scope of
this thesis.
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Figure 2.1: HTTP segment streaming timeline


infrastructure. A client can ﬁnd out about which segments are available by downloading a
 ﬁle called a manifest ﬁle2. The manifest ﬁle contains the location of all available segments
 and is updated every time a new segment becomes available.


Additionally to the location of segments, the manifest ﬁle can also contain some metadata
 about the segments like the encoding parameters. After the manifest ﬁle is received, the client
 has enough information about where to ﬁnd each segment and how to decode it as illustrated
 in Figure 2.1.



2.2.1 Commercial Systems


The adaptive HTTP segment streaming described in the previous section is implemented by
 many commercial vendors and here we present three examples from major companies. We
 describe only their main functionality here, for details please see the references.


Smooth Streaming


Smooth Streaming [22] is a streaming technology by Microsoft. The ﬁle format used is
 based on ISO/IEC 14496-12 ISO Base Media File Format [44]. The reason for choosing
 ISO/IEC 14496-12 ISO Base Media File Format is that it natively supports fragmentation.


Actually, there are two formats, the disk ﬁle format and the wire ﬁle format. A video is
 recorded as a single ﬁle and stored to the disk using the ﬁle format shown in Figure 2.2.


Theftypbox speciﬁes that this is a media ﬁle [44] so that different applications can quickly
 get this information. The moov box includes ﬁle-level metadata that describes the ﬁle in
 general, e.g., how many media tracks there are. The media data itself is in the fragment
 boxes. They include metadata on the fragment level and the actual media data (mdat). The
 mfrabox contains an fragment index with the video playout time each fragment contains and
 is consulted if random access into the ﬁle is needed. When a client (player) requests a video


2The concept of a manifest ﬁle works similarly to a BitTorrent tracker that keeps a list of peers that have a
speciﬁc ﬁle.
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Figure 2.2: Smooth Streaming ﬁle format


segment (called fragment in [44]), the server seeks to the appropriate fragment and sends it
 to the client.


There are two ﬁle extensions that are used for the ﬁle format as described above, namely
 .ismv and .isma. The.ismvﬁle contains video and optionally also audio. The .isma ﬁle
 contains only audio. In addition to the ﬁle containing the media data, there are two more
 ﬁles on the server. The.ismﬁle describes the relationship between the media tracks, bitrates
 and ﬁles on the disk (there is a separate.ismvﬁle for each bitrate). This ﬁle is only used by
 the server. The.ismcﬁle is for the client. It describes the available streams (codec, bitrates,
 resolutions, fragments, etc.). It is the ﬁrst ﬁle that the client requests to get information about
 the stream. Both.ismand.ismcﬁles are based on XML.


The clients use a special URL structure to request a fragment. For example, a client uses
 the following URL to request a SOCCER stream fragment that begins 123456789 time units
 from the content start3in a 1,000,000 bit/s (1 Mbit/s) bitrate from comoyo.com:


http://comoyo.com/SOCCER.ism/QualityLevels(1000000)/


Fragments(video=123456789)


The Internet Information Services (IIS) server [45] with an installed Live Smooth Stream-


3The exact unit size is speciﬁed in the.ismcﬁle, but is usually 100ns.



(30)ing extension4knows the URL structure and parses out the information. It then looks up the
 corresponding video stream (in the.ismﬁle) and extracts from it the requested fragment. The
 fragment is then sent to the client. Note that the fragments are cacheable since the request
 URLs of the same fragment (in the same bitrate) from two different clients look exactly the
 same, and as such, can be cached and delivered by the cache without consulting the origin
 server.


HTTP Dynamic Streaming


HTTP dynamic streaming [20] is a technology by Adobe Systems. The basis of this technol-
 ogy is similar to Microsoft’s Smooth Streaming. The ﬁle format is based also on the ISO/IEC
 14496-12 ISO Base Media File Format. However, there are a few differences. There exists
 three types of ﬁles (assumed the content is not protected by DRM). The .f4mﬁle contains
 the manifest ﬁle. The manifest is XML based and includes information like the information
 needed to bootstrap, e.g., server serving the video content, (run) tables containing the map-
 ping from a time point to the corresponding segment (see later) and fragment. The.f4f ﬁle
 is a ﬁle that contains the actual media data. The difference to Smooth Streaming is that there
 might be multiple of these ﬁles, called segments5, for the same stream. The.f4f contains
 fragments as speciﬁed by [44] with a few Adobe extensions. For example, each fragment
 contains metadata that was originally encapsulated in themoovbox that is originally present
 only once per [44] video ﬁle. The.f4xﬁle is an Adobe extension that lists the fragment offsets
 that are needed to locate a fragment within a stream by the web server.


Since not all fragments of a media content are necessarily contained in just one.f4f
 ﬁle (segment) the URL addressing scheme is different from Smooth Streaming’s addressing
 scheme. To request fragment 10 from segment 12 in HD quality from the SOCCER stream,
 the player issues the following request:


http://comoyo.com/SOCCER/1080pSeg12-Frag10


On the server-side, similarly to Smooth Streaming, a web server extension is used to parse
 the client’s request and based on the obtained information extract and send the corresponding
 fragment from a.f4f ﬁle back to the client. For further details please refer to [20].


HTTP Live Streaming


HTTP live streaming [21] (HLS) is a technology by Apple. In contrast to Smooth Streaming
 and HTTP dynamic streaming, Apple does not use ISO/IEC 14496-12 ISO Base Media File
 Format [44] as the basis for its ﬁle format. HLS encodes each segment as a sequence of
 MPEG-2 Transport Stream [4] packets. We detail the encoding in the next section. Apart
 from the encoding container format, the main difference is that each segment is stored as a
 separate ﬁle on the server. For example, a 3600 second (1 hour) movie will consist of 360
 segments, i.e., 360 ﬁles, if each segment contains 10 seconds of video (the recommended


4http://www.iis.net/downloads/microsoft/smooth-streaming


5Note that the term segment in this thesis means a fragment in HTTP dynamic streaming terminology.
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Figure 2.3: Architecture of Player13 encoder.


value)6. The advantage of having each segment as a separate ﬁle is that the server does not
 need to extract the segments from a continuous ﬁle and therefore no extensions are required
 on the web server. The drawback is that the distribution network, e.g., a CDN, needs to handle
 thousands of small ﬁles.


The manifest ﬁle is implemented as an extension to the M3U playlist format [46]. The
 playlists are text based and simply list the segments that are available. For all extensions and
 their meaning please refer to [21].



2.2.2 Segment Encoding


The video encoding process for adaptive HTTP segment streaming must take into account
 that the video will be segmented. The segments must be self contained so that they can be
 played out independently. The exact level of self containment depends very much on the
 technique used. For example, some segmentation techniques [22, 47] require the client to
 ﬁrst download a meta ﬁle describing the decoding parameters common to all segments in the
 stream. Others [21] include this information in each segment.


In the scope of this thesis, we implemented a real-time segment encoder that is used to
 encode live video from cameras installed at a soccer stadium in Tromsø78. The encoder’s
 architecture is sketched in Figure 2.3. ThePlayer139component receives raw frames from
 a network or an USB camera and distributes them to the other modules. The possible mod-
 ules include a raw H.264 encoder, a JPEG encoder that stores each frame separately (further


6Smooth Streaming encodes each video bitrate as 1 ﬁle and for HTTP dynamic streaming the number of
 ﬁles is conﬁgurable.


7At the time of writing the encoder, we were not able to ﬁnd a reliable encoder that would fulﬁll our two
 requirements. Firstly, it had to produce segments playable by both VLC and Apple devices. Secondly, it had to
 produce segments that are so self contained that segments from different live streams can be mixed.


8The video capturing is a ﬁrst step in a video processing pipeline [48, 49].


9The soccer stadium project’s ultimate goal is to automate football analytics, i.e., help the coach analyze the
game. Since there are 11 players on the ﬁeld and the audience is considered to be the 12th player, we decided
that the 13th player contributing to the teams success is our software, hence the name.
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Table 2.1: Transport stream layout of an adaptive HTTP segment streaming segment (TS is
 the Transport Stream Packet [4]).


used by 3D reconstruction software) and an HTTP segment encoder. The conﬁguration ﬁle
 conﬁg.xmlsupplied toPlayer13speciﬁes the desired number and type of bitrates that should
 be produced. For each bitrate, a new HTTP segment encoder thread is spawned (Figure 2.3
 shows four HTTP segment encoders with bitrates 1, 2, 3 and 4 Mbit/s). When the streaming is
 started, thePlayer13component distributes the received frames to each module. It also pro-
 vides the wall clock time to all HTTP segment encoder modules. The clock synchronization
 is important for the production of combinable segments as we explain later in this section.


The HTTP segment encoder encodes the received frame with the H.264 codec [42] (specif-
 ically libx264 [50] with thezero latencysettings). The codec is set to produce an intra-coded
 frame (I-Frame) everyf ps10∗segmentDurationframes. This ensures that every segment
 always starts with an I-Frame, which gives a random access point in the start of each segment.


The Network Abstraction Layer [42] (NAL) units produced for each frame are wrapped into
 a H.222 [4] stream as shown in Table 2.1 (the NAL units are shown as data).


The Transport Stream packet (TS) is always 188 bytes long and starts with a 32 bit header.


The header speciﬁes the content of the packet and carries a continuity counter that is incre-
 mented for each packet. We placed in the beginning of each segment a Program Association
 Table [4] (PAT) that associates a program number to a Program Map Table [4] (PMT). PMT
 in turn speciﬁes which elementary (audio/video) streams are associated with a program. We


10Frames per second (fps)



(33)placed PMT always in the next packet after PAT (note that PMT and PAT are always padded
 and use a full TS packet). Having these tables in the beginning of the segment simpliﬁes the
 parsing for the decoder since it does not need to search through the segment or get the tables
 from a different place. The third TS packet includes an adaptation ﬁeld that speciﬁes the Pro-
 gram Clock Reference [4] (PCR) value. The PCR value is the same for the same frame across
 different HTTP segment encoders (they use the same wall clock provided byPlayer13). This
 is important since a player later incorporates the frame into the playout buffer based on this
 value. Following the adaptation ﬁeld is the Program Elementary Stream [4] (PES) packet
 specifying the Presentation Time Stamp (PTS) value, which is set to the same value as the
 PCR. The rest of the third packet is then ﬁlled with NAL units produced by the H.264 encoder
 separated by Access Unit Delimiter NAL [42] (AUD NAL) units. Normally, a completely en-
 coded frame frame does not ﬁt into the third TS packet and must be therefore distributed over
 multiple TS packets. The last TS packet of a frame that still contains data is padded with
 an artiﬁcially overblown adaptation ﬁeld if needed. This process is repeated for each frame
 in a segment. We tested this setup successfully with the following players: MPlayer [51],
 FFplay [52], VLC [53] and QuickTime [21].



2.2.3 MPEG-2 Overhead when Segmentation is Employed


Even though segments produced by our setup are playable by many players, the tradeoff is the
 size inefﬁcient MPEG-2 packaging of the segments (compared to fragmented MP4 [44, 47]).


Each segment must contain a PAT and a PMT table. Each of these tables is encapsulated
 in a 188 bytes TS packet (P ATpktandP M Tpkt). Additionally, an adaptation ﬁeld and PES
 packet must be included for every frame in the segment. This means an additional cost of 8
 bytes and 14 bytes (or 19 bytes if DTS timestamp is included) per frame, respectively. Lastly,
 the last TS packet of every frame needs to be padded to have a size of 188 bytes and, for
 frame data, a TS packet header of 4 bytes is included every 184 bytes. The overhead of the
 packaging format can be expressed as follows:


P ATpkt+P M Tpkt+(adaptationf ield+P ES+lastT Spadding)∗f ps∗segmentDuration+4∗segmentDuration∗bitrate
 184
 segmentDuration∗bitrate


= segmentDurationP ATpkt+P M T∗pktbitrate +(adaptationf ield+P ES+lastT Spadding)∗f ps


bitrate +1844


We see that the ﬁrst term converges to 0 as the segment duration or the bitrate increases.


The second term converges to 0 only if the bitrate increases. The last term is constant and
 independent of the bitrate or the segment duration. It is the minimal theoretical packaging
 overhead of MPEG-2, 2.17% (Riiser et al. [47] shows how this number compares to other
 formats when both audio and video is included, e.g., Microsoft Smooth Streaming or Move
 Networks. He concludes that the overhead of MPEG-2 is considerably higher than the over-
 head of MPEG-4 [44]).


The duration of a segment has only inﬂuence on the weight of the PAT and the PMT tables
(ﬁrst term) in the overhead estimation. However, bitrate inﬂuences also the weight of the per
frame overhead (second term). Figure 2.4 shows that the impact of the bitrate is considerable
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Figure 2.4: MPEG-2 packaging efﬁciency based on segment duration


and the impact of the duration is only minor. In Figure 2.4, the size of the padding in the last
 TS packet is assumed to be a random number of bytes between 0 and 184 bytes (the mean
 value of 92 bytes is used for the model).


Figure 2.5 shows the impact of thelast TS paddingvariable on the overhead estimation.


If the size of the encoded frame perfectly matches the TS packet size, i.e., no padding is
 required, the MPEG-2 container overhead is reduced considerably (see2s segments 0b pad.


in Figure 2.5). However, if the last TS packet contains only 2 bytes of the data, the overhead
 is increased substantially especially for small bitrates (see2s segments 182b. pad). The plot
 also shows the overhead curve for perfectly constant bitrate encoding, i.e., constant (encoded)
 frame size (see2s segments variable padding). In this case, the padding depends on the bitrate
 and is computed by11:


lastT Spadding= 184−[(bitratef ps −157)mod184]


Our model implies that a subtle change in the bitrate can lead to a performance increase or
 decrease in terms of MPEG-2 segment packaging overhead. As such the implications should
 be considered when choosing a bitrate.



2.3 Segment Playlists


A video segment, as described in the previous section, constitutes an independent playable
 unit. Segments from the same video but of different quality can therefore be seamlessly
 combined to create the illusion of a continuous video stream. This is the way a player adapts
 the video quality (and bitrate) to the available bandwidth. A real trace of a VoD HTTP
 segment streaming session is shown in Figure 2.6. In addition to the changing segment bitrate,
 the time a segment was requested is plotted. The ﬂat part at the beginning of the graph


11We ﬁrst subtract the ﬁrst packet size and then compute how many bytes will be in the last TS packet.
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Figure 2.5: MPEG-2 packaging efﬁciency based on last TS packet padding size
 indicates that the player requested multiple segments at about the same time. This is the
 time the client pre-buffered video segments in the beginning of the session. After this initial
 pre-buffering, a segment was requested approximately every segment duration.



 
 
 
 
 
 
 


      
 
 
 
 
 
 


 


  





Figure 2.6: A trace of VoD streaming from www.comoyo.no (movie: "J. Edgar")
Moreover, segments from different video streams can be combined (if properly encoded)
into customized videos. Both types of playlists, segments from the same video and segments
from different videos, are illustrated in Figure 2.7. In the scope of this thesis, we implemented
two systems that utilize the HTTP segment streaming playlist feature to enhance the user
experience [54, 55, 56]. The creation of both of these systems was motivated by the fact that
locating content in existing video archives like YouTube [10] is both a time and bandwidth
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(a) Bitrate adaptation (segments come from the same video)


 


         


      


(b) Custom video stream (segments come from different videos)
 Figure 2.7: Types of segment playlists



 


 


Figure 2.8: A user is only interested in certain parts of video clips that are relevant to his
 search query. Instead, the user must normally manually browse through complete videos to
 ﬁnd the interesting information.


consuming process since the users might have to download and manually watch large portions
of superﬂuous videos as illustrated in Figure 2.8.
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2.3.1 Related Work


The possibility of combining segments from different videos into a continuous stream has a
 huge potential. However, to the best of our knowledge, there exists no service that exploit this
 feature as of now, at least in our target soccer and slide presentation application scenarios.


The main problem is that the commercial players can not seamlessly play segments from
 different videos without visible pauses or other artefacts during segment transitions. There-
 fore, the current popular video platforms like YouTube [10] offer playlist only in a form of
 playing multiple videos one after another with the player being restarted for every playlist
 item.


Moreover, none of the big video providers (e.g., YouTube and Dailymotion) provides
 ﬁne grained video search. In other words, it is possible to search, for example, for the term


"HTTP segment streaming", but the search results only include complete videos even though
 the search query would be answered only by a short part of the found video, e.g., a 1.5 hour
 lecture on streaming technologies where HTTP segment streaming is only mentioned for 10
 minutes somewhere in the middle of the video may be returned and the user needs to manually
 ﬁnd the interesting part.


The most featured system we could ﬁnd in the slide presentation application scenario is
 the FXPAL’s TalkMiner [57] and Altus vSearch [3] (Figure 2.9). FXPAL’s TalkMiner returns
 decks of slides matching a search query that are each synchronized with video. Altus vSearch
 combines enterprise video search with PowerPoint synchronization and scrolling transcripts
 into an accessible and searchable video archive. It also allows the user to generate custom
 presentations for later reuse. However, both of these systems still miss the functionality to
 present a customized video for a selected set of slides, i.e., without manually going through
 each presentation.


Figure 2.9: Altus vSearch [3]


In the area of video streaming applications for soccer (and sports in general), there are
multiple available streaming solutions. Two examples are VG live [27] and TV2 Sumo [13].
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