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Abstract


This thesis presents the development of theoretical models for the calcu-
lations of one- and two-photon absorption, and computational studies on
solvated systems and biomolecules. The photon-absorbing chromophore is
described by density functional theory, while the effects of the surround-
ings are taken into account by means of polarizable embedding models. The
theory and implementation of a three-layered fully polarizable method is
presented in this thesis. In this method, the short-range electrostatic po-
tential due to the solvent is treated by a polarizable molecular mechanics
force field, while the long-range effects are described by a dielectric con-
tinuum. This QM/MM/PCM implementation was tested on three organic
molecules solvated in water and shown to converge faster with respect to
system size compared to calculations using quantum mechanics/molecular
mechanics (QM/MM) only. Further, the parallelization of the QM/MM mod-
ule in the Dalton program is decribed, making it possible to do calculations
on large molecular systems with the use of modern supercomputers. This
implementation was used to calculate the one- and two-photon absorption
properties in fluorescent proteins, demonstrating the importance of describ-
ing the protein surrounding the chromophore by a polarizable embedding.
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(11)Nothing happens in a vacuum



Preface


In recent years, computational modelling has become an indispensable tool
 for many researcher in the fields of physics and chemistry. An important goal
 of such in silico modelling is not only to reproduce but also to predict the
 outcome of experiments. In computational chemistry we are interested in re-
 producing and predicting experiments performed on molecules and molecular
 systems. These experiments are normally not performed on molecules alone
 in a vacuum, but molecules in an environment. There is no doubt that the
 environment, for instance a solvent or a protein, is affecting the properties of
 the molecules under study. However, the use of quantum mechanical meth-
 ods is mandatory when calculating many molecular properties, such as the
 absorption of photons, and the main limitation of modern quantum mechan-
 ical methods is the computational cost when doing calculations on medium
 to large size systems. When the size of the system (number of atoms) is
 increasing, the computational time increases tremendously due to the scaling
 of these methods.


An aim of the work behind this thesis has been to reduce the gap between
 theory and experiments by making it possible to perform advanced quantum
 mechanical calculations on chromophores in complex systems. This has been
 made possible by the use of so-called “focused methods”. In short, the part
 of the system that are of most interest is treated at a high-level theory, that
 is quantum mechanics, and the surroundings are treated at a much coarser
 level, with a polarizable embedding.


1



(12)The introduction to this thesis is organized as follows. The theoretical frame-
work of ground-state quantum mechanics is presented in Chapter 1, the po-
larizable embedding methods used in this thesis are introduced in Chapter 2,
and the theory behind the calculations of molecular electronic properties are
presented in Chapter 3. In the end there are summaries of the papers in this
thesis (Chapter 4).
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Chapter 1



Ground-state quantum mechanics


In this chapter the basic concept of nonrelativistic quantum chemistry for
 the ground-state will be introduced1, with a special emphasis on Kohn-Sham
 density functional theory (KS-DFT, Section 1.3).



1.1 Wavefunctions and Schr¨ odinger equations


In quantum mechanics, the electrons in a molecule can be described by an
 N-electron wavefunction Ψ(r1,r2, . . . ,rN, t), where rn is related to the co-
 ordinates of electron n as well as its spin. According to one of the postulates
 of quantum mechanics, the wavefunction has to fulfill (and therefore can be
 determined by) the time-dependent Schr¨odinger equation2


HΨ(rˆ 1,r2, . . . ,rN, t) = i∂


∂tΨ(r1,r2, . . . ,rN, t) (1.1)


1Hartree atomic units (~=e =m= 1) are used throughout this thesis if not stated
 otherwise.


2E. Schr¨odinger, Phys. Rev., 1926,28, 1049–1070.



(14)where ˆH is the Hamiltonian of the molecule. Within the Born-Oppenheimer
 approximation3,4and without taking into account relativity, the time-dependent
 Schr¨odinger equation for a molecule can be expressed with a Hamiltonian
 consisting of one-electron (ˆh) and two-electron (ˆg) operators


Hˆ = X


n>m


Vˆnm+X


i


Tˆi+X


i,m


Vˆim+X


i>j


Vˆij


=hnuc+ ˆh+ ˆg


(1.2)


where the first sum (hnuc) is the repulsion between the nuclei. The second and
 third sums (collected in ˆh) are over all the electrons, and include the kinetic
 energies of the electrons ( ˆTi) as well as the attraction between electrons and
 nuclei ( ˆVim). The last sum takes into account the interaction energies between
 all pairs of electrons. In the second quantization formalism5 the electronic
 terms of the Hamiltonian operator can be expressed as6


ˆh=X


pq


hpqEˆpq (1.3)


ˆ
 g =X


pqrs


gpqrsˆepqrs (1.4)


where the ˆEpq and ˆepqrs are the one- and two-electron excitation operators.


The singlet excitation operator is defined as


Eˆpq =a†pαaqα+a†pβaqβ (1.5)
 while ˆepqrs is the two-electron excitation operator, defined as


ˆ


epqrs =a†pαa†rαasαaqα+a†pβa†rβasβaqβ = ˆEpqEˆrs−δqrEˆps (1.6)
 a† and a are the creation and annihilation operators, respectively.


3M. Born and R. Oppenheimer,Ann. Phys.-Berlin, 1927,389, 457–484.


4C. Eckart,Phys. Rev., 1934,46, 383–387.


5V. Fock,Z. Phys. A: Hadrons Nucl., 1932,75, 622–647.


6T. Helgaker, P. Jørgensen, and J. Olsen,Molecular Electronic-Structure Theory, John
Wiley & Sons, Ltd, Chichester, 2000.
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Equations 1.3 and 1.4 are written as general one-electron and two-electron
 operators in the second quantization formalism. In the case of the electronic
 Hamiltonian, the one- and two-electron integrals hpq and gpqrs are given as


hpq =
 ˆ


φ∗p(r)
 


−1
 2∇2





φq(r) dr−X


m


Zm


ˆ φ∗p(r)φq(r)


|r−Rm| dr (1.7)
 gpqrs =


¨ φ∗p(r1)φq(r1)φ∗r(r2)φs(r2)


|r1−r2| dr1dr2 (1.8)


whereφ are the spin-orbitals, and mruns over all nuclei with charge Zm and
 position Rm.


It can be shown, by the separation of variables, that particles in a time-
 independent potential can be described by the time-independent Schr¨odinger
 equation


H ψ(rˆ 1,r2, . . . ,rN) =E ψ(r1,r2, . . . ,rN). (1.9)
 where E is the total energy of particles described by the time-independent
 N-electron wavefunction ψ(r1,r2, . . . ,rN).


It is not possible to derive the exact wavefunction for molecules with more
 than one electron and one nucleus. Therefore, approximate wavefunctions
 have to be derived. As a first step, the electronic wavefunction can be ex-
 pressed as molecular orbitals (MO), where there are two electrons in each
 occupied MO for a closed shell molecule (one with α spin and one with β
 spin). Each MO can be expanded in terms of functions located on the nuclei,
 the so-called linear combination of atomic orbital (LCAO) approximation7


φMOp =X


µ


cµpχAOµ (1.10)


where χAOµ is basis function (or atomic orbital)µ, and cµp are the molecular
 orbital coefficients8. To ensure that it is antisymmetric and that it fulfils the


7J. E. Lennard-Jones, Trans. Faraday Soc., 1929,25, 668–686.


8All Greek letters, exceptαandβ, are related to atomic orbitals and Latin letters are
related to molecular orbitals in the remainder of this section, if not stated otherwise.



(16)Pauli exclusion principle9, the wavefunction for a system of N electrons is
 often written as a linear combination of Slater determinants10,11


ψ(r1,r2, . . . ,rN)≡ |0i= 1


√N
 
 
 
 
 
 
 
 
 
 


φ1α(r1) φ1β(r1) · · · φN


2β(r1)
 φ1α(r2) φ1β(r2) · · · φN


2β(r2)
 ... ... . .. ...
 φ1α(rN) φ1β(rN) · · · φN


2β(rN)
 
 
 
 
 
 
 
 
 
 


(1.11)


where φn is a molecular orbital, as given in Equation 1.10. In second quan-
 tiation, on the other hand, the N-electron determinant can be written as
 a product of creation operators acting on what is called the vacuum state.


For a wavefunction with only doubly occupied orbitals, the determinant is
 written as12


|0i= Y


i


a†iαa†iβ


!


|vaci (1.12)


The antisymmetric property of this wavefunction, and therefore also the Pauli
 exclusion principle9, is fulfilled due to the definition and properties of the
 creation operator6.


One of the cornerstones of quantum chemistry methods is the variational
 principle. The energy of an approximate wavefunction is higher or equal
 to the exact ground-state energy13. Thus, we can search for the ground-state
 energy wavefunction by minimizing the expectation value of the Hamiltonian


E =h0|H|0iˆ (1.13)


This is done by finding the minimum of the expectation value by varying the


9W. Pauli,Z. Phys. A: Hadrons Nucl., 1925,31, 765–783.


10J. Slater,Phys. Rev., 1929,34, 1293–1322.


11The bra-ket notation (P. A. M. Dirac, Math. Proc. Camb. Philos. Soc., 1939, 35,
 416-418) is used in the remainder of this thesis.


12The lettersi, j and k refer to fully occupied molecular orbitals, while p refers to a
 general MO.


13F. Jensen,Introduction to Computational Chemistry, John Wiley & Sons, Ltd, 2007.
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molecular orbital coefficients in the wavefunction


∂h0|H|0iˆ


∂cµp = 0 (1.14)



1.2 Hartree-Fock


In Hartree-Fock theory14 (HF), the wavefunction is described by a linear
 combination of determinants, called a configuration state function (CSF)


|CSFi=X


i


Ci|0i (1.15)


where|0iis defined in Equation 1.12. For closed-shell HF, the CSF is a single
 determinant, thus


|CSFi= Y


i


a†iαa†iβ


!


|vaci (1.16)


In the Roothaan formulation of HF theory15 we will use the atomic orbitals
 (AOs) given in Equation 1.10 and minimize the energy with respect to the
 MO coefficients cµp. The closed-shell HF energy expression is given as one-
 and two-electron integrals (Eqs. 1.7 and 1.8)


E(c) = 2X


i


hii+X


ij


(2giijj−gijji) +hnuc (1.17)
 where the subscrips i and j are running over all fully occupied molecular
 orbitals. The first term represents the kinetic energy of the electrons as
 well as their attractions to the nuclei, while the second term is the Coulomb
 interaction (giijj) between electrons as well as the exchange (gijji). The last
 term accounts for the interactions between the nuclei and is constant in the


14D. R. Hartree, Math. Proc. Camb. Philos. Soc., 1928,24, 89-110; V. Fock,Z. Phys.


A: Hadrons Nucl., 1930,61, 126-148.


15C. C. J. Roothaan, Rev. Mod. Phys., 1951,23, 69–89.



(18)Born-Oppenheimer approximation. The MOs (φp in Equation 1.10) have to
 fulfill the following condition during the optimization


hφi|φji=δij. (1.18)


That is, all the MOs have to be orthonormal. A way of achieving this is to
 introduce the Hartree-Fock Lagrangian


L(c) =E(c)−2X


ij


λij(hφi|φji −δij) (1.19)
 The Lagrangian is then minimized with respect to the elementscµk, where µ
 is related to the atomic orbitals, and k is related to the occupied molecular
 orbitals


∂L(c)


∂cµk


= 0 (1.20)


In the AO basis we then end up with the following set of equations6
 X


ν


fµνAOcνk =εkX


ν


Sµνcνk (1.21)


for all occupied molecular orbitalsk. These HF equations (Eq. 1.21) can be
 written in matrix form as


fAOc=Scε (1.22)


where ε is a diagonal matrix containing the orbital energies. The elements
 of the Fock matrixfµvAO, in AO basis, are


fµνAO =hµν+X


ρσ


DρσAO
 


gµνρσ − 1
 2gµσρν





(1.23)


whereDAOρσ is the one-electron density matrix in AO basis, and given by
 DρσAO = 2X


i


cρicσi (1.24)


In other words, one HF equation depends on all the other molecular orbital
coefficients (cµk) and we have to solve this problem iteratively. In the most
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basic approach the matrix c from iteration n−1 is used to calculate DAOρσ
 (Eq. 1.24), which then are used to calculate fµvAO (Eq. 1.23). A new set of
 c is derived by diagonalizing the Fock matrix fAO (see Equation 1.22). This
 is done until convergence. In practice, more sophisticated methods are used
 to improve the convergence. The most widely used is the Direct Inversion of
 Iterative Subspace (DIIS) method16.


The HF wavefunction is in many cases not accurate enough to describe molec-
 ular systems and molecular properties, but is the starting point for several
 other more advanced and accurate methods, such as coupled-cluster17, con-
 figuration interaction and Møller-Plesset pertubation theory18. More impor-
 tantly for this thesis, the methods and mathematical derivations can easily
 be transfered to density functional theory.



1.3 Density Functional Theory


Density functional theory (DFT) is by far the most popular and widely used
 method in quantum chemistry today19. The main reason is the low compu-
 tational cost compared to other methods, such as coupled-cluster, but at the
 same time giving results of comparable accuracy20. A brief introduction to
 DFT is presented in this section.


For a general external potential, the non-relativistic Hamiltonian for N in-


16P. Pulay,Chem. Phys. Lett., 1980,73, 393-398; P. Pulay,J. Comput. Chem., 1982,3,
 556-560.


17J. ˘C´ı˘zek, J. Chem. Phys., 1966, 45, 4256; J. Paldus, J. ˘C´ı˘zek, and I. Shavitt, Phys.


Rev. A, 1972,5, 50-67.


18C. Møller and M. S. Plesset, Phys. Rev., 1934,46, 618–622.


19J. P. Perdew and A. Ruzsinszky,Int. J. Quantum Chem., 2010,110, 2801–2807.


20M. Swart and J. G. Snijders,Theor. Chem. Acc., 2003, 110, 34-41; P. Sa lek, T. Hel-
gaker, O. Vahtras, H. ˚Agren, D. Jonsson, and J. Gauss,Mol. Phys., 2005,103, 439-450.



(20)teracting electrons is given as
 Hˆ =−1


2
 X


i


∇2i +X


i


v(ri) + 1
 2


X


i6=j


1


|ri−rj| (1.25)
 According to the Hohenberg-Kohn theorem21 there is a one-to-one relation-
 ship between the electronic density and an external potential. In other words,
 for a given potential v(r) there is only one electronic density ρ(r), and vice
 versa. For molecules, this external potential is the Coulomb attractions from
 all the nuclei


v(r) = −X


m


Zm


|r−Rm| (1.26)


Since the electronic density determines the number of electrons by integra-
 tion, as well as the positions and charges of the nuclei (and consequently
 also the Hamiltonian ˆH in Equation 1.25), the ground-state energy can be
 uniquely determined by the electron density21. More general, all properties
 that can be determinded by the the Hamiltonian can be determined by the
 density22. The energy as a functional of the electronic density ρis given as


E[ρ] =
 ˆ


ρ(r)v(r) dr+T[ρ] +V[ρ] (1.27)
 where the nuclear repulsion term is known, while the kinetic energy density
 functional (T[ρ]) and the electron repulsion density functional (V[ρ]) are
 unknown. Kohn and Sham23 suggested to extract two large contributions
 from these two unknown functionals and add a new unknown functional. T[ρ]


is replaced by the kinetic energy of non-interacting electronsTs[ρ], andV[ρ] is
 replaced by a classical interaction energy expression. The new and unknown
 term is called the exchange-correlation energy functional. The energy is then
 given as


E[ρ] =Vne[ρ] +Ts[ρ] +J[ρ] +EXC[ρ] (1.28)


21P. Hohenberg and W. Kohn,Phys. Rev., 1964, 136, B864–B871.


22W. Kohn, A. D. Becke, and R. G. Parr,J. Phys. Chem., 1996,100, 12974–12980.


23W. Kohn and L. Sham,Phys. Rev., 1965,140, A1133–A1138.
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where Ts[ρ] is the kinetic energies of the non-interacting electrons, Vne[ρ]


is the potential energies of the electrons due to the nuclei, and J[ρ] is the
 Coulomb interaction energy between the electrons. The last term is the
 exchange-correlation functional, and will be treated in more detail in the
 following section.


The density can in principle be found by minimizing this energy functional.


To achieve this, Kohn and Sham introduced orbitals23, where the density is
 given as


ρ(r) =


N


X


i


φ2i(r) (1.29)


The Hamiltonian is then expressed as an Hamiltonian for a system of non-
 interacting electrons moving in an effective external potential veff(r). The
 Hamiltonian then becomes


Hˆ =−


N


X


i


1
 2∇2i +


N


X


i


veff(ri) (1.30)
 The effective potential is such that the electronic density corresponding to
 the effective potential veff(r) for a system of non-interacting electrons is the
 same as the density corresponding to interacting electrons in the potential
 v(r) given in the Hamiltonian (Eq. 1.25). The exact wavefunction is then
 constructed from one-electron orbitals that are solutions of the Kohn-Sham
 equations


fiφi(r) =iφi(r) (1.31)
 where the Kohn-Sham operator fi is


fi =−1


2∇2i +veff(ri) (1.32)
 The effective potential is given as


veff(r) = v(r) + ∂J[ρ]


∂ρ(r) +∂EXC[ρ]


∂ρ(r) (1.33)


where v(r) is the original potential due to the nuclei , the second term is the
Coloumb interaction due to the electronic density, and the last term is the
exchange-correlation potential.



(22)
1.3.1 The exchange-correlation functionals


Kohn-Sham DFT is, in principle, an exact theory, but the exchange-correlation
 functional EXC[ρ] is not known and is therefore the holy grail of DFT. It
 is probably not possible to get an exact exchange-correlation functional,
 and there is no systematic way of getting functionals with a higher level
 of accuracy22, as we are used to for wavefunction based methods with its hi-
 erarchy of methods. It should be noted that Perdew and Schmidt introduced
 a Jacob’s ladder24 of exchange-correlation functionals where each step in the
 ladder brings us closer to DFT heaven25.


Originally, Kohn and Sham suggested to use a local density approximation
 (LDA) for the exchange-correlation functional23 that was later refined with
 the local spin density approximation (LSDA)26. LDA is exact for a uniform
 electron gas, but the electronic densities in molecules are far from uniform.


The L(S)DA approach is therefore in many cases not accurate enough for
 quantum chemistry27. In the generalized gradient approximation (GGA)28,
 such as used in the PBE functional29, the gradient of the spin density was in-
 cluded. After the development of GGA, DFT became an interesting method
 also for chemists19. Becke later recognized the importance of including some
 exact Hartree-Fock exchange to the exchange-correlation functional30. The
 hybrid functional suggested by Becke was then modified by Stephens et al.31
 and giving us by far the most widely used exchange-correlation functional in
 quantum chemistry today, namely B3LYP. The B3LYP functional is given as
 EXCB3LYP = 0.2ExHF+ 0.8ExLSDA+ 0.72∆ExB88+ 0.81EcLYP+ 0.19EcVWN (1.34)


24Named after the biblical Jacob’s dream about a ladder to heaven (Genesis 28:10-19).


25J. P. Perdew and K. Schmidt,AIP Conf. Proc., 2001,577, 1–20.


26U. von Barth and L. Hedin,J. Phys. B: Solid State Phys., 1972,5, 1629–1642.


27R. O. Jones and O. Gunnarsson,Rev. Mod. Phys., 1989,61, 689–746.


28J. P. Perdew and Y. Wang,Phys. Rev. B, 1986, 33, 8800–8802.


29J. Perdew, K Burke, and M Ernzerhof,Phys. Rev. Lett., 1996,77, 3865–3868.


30A. D. Becke,J. Chem. Phys., 1993,98, 5648–5652.


31P. J. Stephens, F. J. Devlin, C. F. Chabalowski, and M. J. Frisch, J. Phys. Chem.,
1994,98, 11623–11627.
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and consist of Hartree-Fock exchange30 (ExHF), LSDA exchange26 (ExLSDA)
 and Becke’s gradient corrections to the exchange functional32 (∆ExB88) to
 describe the exchange, and a combination of the Lee-Yang-Parr33 (EcLYP)
 and the Vosko-Wilk-Nusair34 (EcVWN) correlation functionals to describe the
 correlation.


The enormous popularity of B3LYP is due to its very good performance, and
 one of the main goals of the development of new XC functionals is therefore
 to outperform B3LYP. One successful approach has been methods based on
 the so-called long-range exchange correction scheme35.


For B3LYP, the amount of Hartree-Fock exchange and LDA (local density ap-
 proximation) exchange is 0.2 and 0.8 respectively (see Equation 1.34), while
 for range-separated functionals, the ratio between Hartree-Fock and LDA ex-
 change vary with the distance between the interacting electrons. In short, the
 long-range exchange correction schemes divide the electron repulsion opera-
 tor into two terms, namely a short-range and a long-range term. Originally36,
 the error function was used to separate this operator


1


r12 = 1−erf(µr12)


r12 +erf(µr12)


r12 = SR + LR (1.35)


where the contribution from LDA exchangeExLDA goes from one forr→0 to
 zero forr → ∞, while it is opposite for the Hartree-Fock exchangeExHF con-
 tribution, going from zero to one. This way of separating the functionals did
 not improve on the B3LYP, so a modification was introduced by adding two


32A. D. Becke,Phys. Rev. A, 1988,38, 3098–3100.


33C. Lee, W. Yang, and R. G. Parr, Phys. Rev. B, 1988,37, 785–789.


34S. H. Vosko, L. Wilk, and M. Nusair,Can. J. Phys., 1980,58, 1200–1211.


35T. Leininger, H. Stoll, H.-J. Werner, and A. Savin, Chem. Phys. Lett., 1997, 275,
 151-160; H. Iikura, T. Tsuneda, T. Yanai, and K. Hirao,J. Chem. Phys., 2001,115, 3540;


Y. Tawada, T. Tsuneda, S. Yanagisawa, T. Yanai, and K. Hirao, J. Chem. Phys., 2004,
 120, 8425-8433.


36T. Leininger, H. Stoll, H.-J. Werner, and A. Savin, Chem. Phys. Lett., 1997, 275,
151–160.



(24)more parameters37. In the case of CAM-B3LYP, the amount of HF exchange
 and LDA exchange are given according to the following function


1


r12 = 1−[α+β·erf(µr12)]


r12 +α+β·erf(µr12)


r12 (1.36)


where the first term is related to the short-range interactions while the sec-
 ond term is related to the long-range interactions. This functional showed
 improved performance when calculating excitation energies38. The contribu-
 tions is demonstrated in figure 1.1. In the original work, the parameterαwas


correlation functionals examined in this study. The
 Becke 1988 exchange functional is used in all of the LC
 and CAM functionals, and is mixed with the HF ex-
 change according to Eq. (7). For the partner correlation
 functionals, we use the OP correlation functional, the
 Lee–Yang–Parr (LYP) [19], and the correlation func-
 tional employed in B3LYP, which is 0.19 VWN5 + 0.81
 LYP, where the VWN5 functional is the local correla-
 tion functional of Vosko, Wilk and Nusair (VWN) [20]


parameterized with the data of Ceperley and Alder [21].


Note that this is different to the standard B3LYP im-
 plemented in GA U S S I A NA U S S I A N which uses VWN1 instead of
 VWN5 [18], we refer to this functional as B3LYP(G).


The possible combinations of the exchange–correlation
 functionals are termed CAM-BOP, CAM-BLYP, CAM-
 B3LYP, LC-BOP, and LC-BLYP. For the parameterl,
 the same value is used as in Tawada’s study [1],
 l¼0:33. The parametera, which determines the con-
 tribution of the HF exchange at the short-range region,
 was chosen to be 0.2 for the three functionals, CAM-
 BOP, CAM-BLYP, and CAM-B3LYP. We vary the
 parameterbso that the HF exchange could contribute
 to the long-range region withaþb¼0:6;0:8;or 1:0 for
 three functionals.


We compare the present functionals with four kinds
 of the widely used, well-examined exchange–correlation
 functionals, HCTH/93 [22], BLYP, B3LYP(G) (VWN1),
 and B3LYP (VWN5). We used the IN T E G R AN T E G R A [23] as a
 part of the UT C H E MT C H E M2004 program package [24,25] to
 carry out Kohn–Sham self-consistent field (KS-SCF)
 calculations with the LC and CAM methods. The KS-
 SCF calculations with the standard BLYP, HCTH,
 B3LYP(G), and B3LYP were performed using
 NW C H E MW C H E Mprogram package version 4.5 [26].


4. Results


4.1. Atomization energies, ionization potentials, and
 atomic energies


We calculated 53 atomization energies and 22 ioni-
 zation potentials from the molecules of the G2 set
 [27,28]. All calculations were performed with sufficiently
 accurate correlation-consistent aug-cc-pVQZ Gaussian
 basis sets. Tables 2 and 3 show the statistical data for
 atomization energies and ionization potentials with
 comparison to the experimental data, which are taken


Table 1


Summary of the exchange–correlation functionals


Name Exchange functional a aþb Additional exchange Correlation functional


LC-BOP Becke88 0.0 1.0 OP


LC-BLYP Becke88 0.0 1.0 LYP


CAM-BOP Becke88 0.2 1.0 OP


0.8
 0.6


CAM-BLYP Becke88 0.2 1.0 LYP


0.8
 0.6


CAM-B3LYP Becke88 0.2 1.0 0.19 VWN5 + 0.81 LYP


0.8
 0.6


B3LYP(G) Slater 0.2 0.2 0.72DBecke88 0.19 VWN1(RPA) + 0.81 LYP


B3LYP Slater 0.2 0.2 0.72DBecke88 0.19 VWN5 + 0.81 LYP


BLYP Becke88 0.0 0.0 LYP


HCTH xHCTH 0.0 0.0 cHCTH
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Fig. 2. Schematic plots of the contributions to exchange fromr#112, apportioned into DFT and HF, for: (a) B3LYP, (b) LC, and (c) CAM.


T. Yanai et al. / Chemical Physics Letters 393 (2004) 51–57 53


Figure 1.1: The contribution from DFT (LDA) and HF exchange as a
 function of inter-electronic distance r12 for the B3LYP (a), LC (b) and
 CAM-B3LYP (c) functionals. Reprinted from Yanai at al.37 Copyright
 (2004) with permission from Elsevier


set to 0.2,β was either 0.4, 0.6 or 0.8, andµwas set to 0.33. The calculations
 in this thesis have been performed with α 0.19 and β 0.46, while µ as for
 the original CAM-B3LYP article. This corresponds to the values used in the
 study by Peachet al.38.


37T. Yanai, D. P. Tew, and N. C. Handy,Chem. Phys. Lett., 2004,393, 51–57.


38M. J. G. Peach, P. Benfield, T. Helgaker, and D. J. Tozer,J. Chem. Phys., 2008,128,
044118.
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Chapter 2



Polarizable embedding


The two methods discussed so far, Hartree-Fock and KS-DFT, scale formally
 as N3, where N is the number of basis functions (χ in Equation 1.10)39.
 Therefore, for very large and more realistic molecular systems such as pro-
 teins and a molecule solvated in water, purely quantum-mechanical calcu-
 lations are computationally too demanding. One way of being able to do
 calculations on such systems is to use a so-called “focused model”. These
 models separate the system into parts, illustrated in Figure 2.1, and these
 parts are treated at a different level of theory. The inner region, in our case
 the solute, is typically treated with quantum mechanics, while the outer re-
 gion, the solvent, is treated at a much lower level of theory. The inner region
 will then “feel” the surrounding solvent, which will influence the energy and
 electronic structure of this solvated QM treated region. If the surrounding
 solvent is described by a polarizable model, the surrounding will also “feel”


the solute.


The simplest way of describing the outer region is with an implicit model,


39The implementations of DFT and HF are scaling as N2 in most of modern quan-
 tum chemistry programs, but also linear scaling has been achieved. See for instance C.


Ochsenfeld, J. Kussmann, and D. S. Lambrecht, Rev. Comput. Chem., 2007,23, 1-82.
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Inner
 region


Figure 2.1: The principle of the focused models


where for instance the environment is treated as a dielectric continuum and
 not as individual particles40. Two of the main benefits of this approach are
 that it takes into account long-range electrostatic interactions and that the
 dynamics of the system is taken care of by the method. Besides, partly
 because the dynamics is included implicitly, the overall computational cost
 is normally much lower than explicit models. The main disadvantage of the
 continuum compared to explicit models is the lack of specific solute-solvent
 interactions, for instance hydrogen bonds. A way to circumvent the latter
 is to include some of the solvent molecules closest to the solute into the
 quantum-mechanical treated region41. This requires that we reintroduce the
 dynamics of the system by, for instance, molecular dynamics calculations
 since there will no longer be an implicit treatment of the dynamics of the
 system.


In the explicit models, the outer region is described as discrete particles, such
 as water molecules in the case of a molecule solvated in water. These particles
 are typically described with classical molecular mechanics (MM)42, and will
 take into account the specific electrostatic interactions with the quantum-


40J. G. Kirkwood,J. Chem. Phys., 1934,2, 351; L. Onsager,J. Am. Chem. Soc., 1936,
 58, 1486-1493; J. Tomasi, B. Mennucci, and R. Cammi,Chem. Rev., 2005,105, 2999-3093.


41J. Kongsted and B. Mennucci,J. Phys. Chem. A, 2007,111, 9890–9900.


42A. Warshel and M. Levitt,J. Mol. Biol., 1976,103, 227–249.
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mechanically described solute. In such QM/MM methods, the dynamics
 of the system has to be dealt with, and can for instance be introduced by
 molecular dynamics43. This normally requires QM/MM calculations on a
 large number of molecular structures, making it much more computationally
 expensive than dielectric continuum models.


Another discrete description of the solvent, which will only be mentioned
 briefly, is quantum-mechanical-based methods. The system is divided into
 fragments and each fragment is treated at the same level. The interactions
 between each fragment is then treated by different techniques depending
 on the method. An example of such a method is the fragment molecular
 orbital method (FMO)44. A benefit of such methods, besides the much lower
 computational cost than pure QM calculations because of linear scaling, is
 the possibilities to do massively parallell calculations45.


A common feature of the two solvation models used in this thesis is that
 they are fully self-consistent polarizable schemes. In short, the surroundings
 not only affects the quantum mechanically described solute, but the solute
 also influences the surroundings. This is achieved since the surroundings or
 embeddding are polarizable, therefore the term “polarizable embedding”. A
 consequence is that the interaction between solute and embedding has to be
 determined iteratively.


In general, for the solvent methods discussed in this thesis, the gas-phase
 Hamiltonian is replaced by an effective Hamiltonian


Hˆeff = ˆH0 + ˆvPE (2.1)
 where ˆH0 is the vacuum Hamiltonian and ˆvPEis the solute-solvent interaction
 term. The form of the latter depends on the method.


43B. J. Alder and T. E. Wainwright, J. Chem. Phys., 1959, 31, 459–466.


44K. Kitaura, E. Ikeo, T. Asada, T. Nakano, and M. Uebayasi,Chem. Phys. Lett., 1999,
 313, 701–706.


45G. D. Fletcher, D. G. Fedorov, S. R. Pruitt, T. L. Windus, and M. S. Gordon, J.


Chem. Theory Comput., 2012,8, 75–79.
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2.1 The integral equation formalism of the polarizable continuum model


The integral equation formalism of the polarizable continuum model (IEF-
 PCM)46 is based on the original PCM method47. In the PCM methods, the
 solvent is implicitly described by a cavity surrounding the solute and the
 following equations are then describing the electrostatics between the solute
 and the solvent48


−∇2V(r) = 4πρ(r) inside the cavity (2.2)


−∇2V(r) = 0 outside the cavity (2.3)
 V(r) is the electrostatic potential due to the charge distribution inside the
 cavity,ρ(r) is the charge density of the solute, andis the dielectric constant
 of the solvent. The right-hand side of Equation 2.3 is zero since we assume
 that the electron density is zero outside the cavity. The following boundary
 conditions have to be fulfilled


Vinside=Voutside (2.4)


∂V


∂n
 


inside


=
 ∂V


∂n
 


outside


(2.5)
 wheren is a unit vector pointing outwards and perpendicular to the surface.


In other words, there has to be a continuity of the potential across the surface
 (Eq. 2.4), as well as for the gradient of the field (Eq. 2.5).


IEF-PCM is an apparent surface charge (ASC) method, according to the
 categories of PCM methods introduced in the review by Tomasi and Persico49.


46E. Canc`es, B. Mennucci, and J. Tomasi, J. Chem. Phys., 1997, 107, 3032-3041; E.


Canc`es and B. Mennucci, J. Math. Chem., 1998, 23, 309-326; J. Tomasi, B. Mennucci,
 and R. Cammi,Chem. Rev., 2005,105, 2999-3093.


47E. Miertu˘s, E. Scrocco, and J. Tomasi,Chem. Phys., 1981,55, 117–129.


48From the general Poisson equation, see for instance E. Kreyszig,Advanced Engineering
 Mathematics, John Wiley & Sons, Ltd, 1999.


49J. Tomasi and M. Persico,Chem. Rev., 1994,94, 2027–2094.
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In ASC methods, the potential due to the apparent charge on the surface (σ)
 is given as


Vσ(r) =


ˆ σ(s)


|r−s|ds≈X


k


σ(sk)Ak


|r−sk| =X


k


qk


|r−sk| (2.6)
 The sum is introduced since the PCM cavity is discretized into tesserae, where
 Ak is the area of tesserak andsk the position. A graphical representation of
 a cavity with its tesseration is given in Figure 2.2.


Figure 2.2: To the left: a graphical representation of acetone enclosed in
 a PCM cavity. To the right: the partition of the cavity into tesserae with
 the positionss, areas A and surface chargesq, as described in the text.


The KS Hamiltonian in the Schr¨odinger equation (Eq. 1.25) is modified to
 include the interaction energy between the solute and the apparent charge
 on the cavity surface. The extra term in the effective solvent Hamiltonian is
 given as


ˆ


vPE =X


k


ˆ


qkVˆk (2.7)


where the sum runs over all tesserae, qk is the apparent charge on tessera k
due to the electrons and nuclei of the solute, while ˆVk is the potential due to
the solute. This term can be divided into four terms depending on the origin
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Jˆ=X


k


VˆkeqNk =X


pq


JpqEˆpq (2.8a)


Yˆ =X


k


VkNqˆke =X


pq


YpqEˆpq (2.8b)


Xˆ =X


k


Vˆkeqˆek=X


pqrs


XpqrsEˆpqh0|Eˆrs|0i (2.8c)
 UˆN N =X


k


VkNqkN (2.8d)


where we once again are using the second quantization formalism. The con-
 tributions 2.8a and 2.8b are formally identical, since the potentialV is con-
 nected to the apparent surface chargeq through


V =K·q (2.9)


where the matrixKdepends on the dielectric constant of the medium and the
 geometry of the cavity, andV andqare vectors where the number of elements
 equals the number of tesserae. This also means that it is only necessary to
 know the potential on the cavity surface due to the charge density of the
 solute to solve the PCM equations. To get the apparent surface charge, K
 has to be inverted50.


In many situations, PCM and other implicit solvent models fail to describe
 the interaction between the solute and the solvent, for instance if there are
 strong hydrogen bonds. The solvent molecules then has to be explicitly
 included in the system. This can either be done in a super-molecule way,
 where the molecules closest to the soluted molecule is included in the QM
 region, while the remaining molecules are included implicitly by PCM, or
 by using an explicit model with classically treated solvent molecules, thus
 QM/MM. In the next section, one such polarizable QM/MM method will be
 presented.


50Equation 2.9 can also be solvet iteratively. See for instance G. Scalmani, V. Barone,
K. N. Kudin, C. S. Pomelli, G. E. Scuseria, and M. J. Frisch,Theor. Chem. Acc., 2004,
111, 90-100.
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2.2 Quantum Mechanics/Molecular Mechan- ics (QM/MM)


In the quantum mechanics/molecular mechanics (QM/MM) approach, the
 solvent is treated classically and the potential due to the classical region
 enters the Hamiltonian of the solute. In one of the simplest versions of
 QM/MM, the solvent is described by partial point charges and therefore
 the method neglects the polarization of the solvent due to the QM region51.
 A more realistic description of the environment is obtained by introducing
 polarizable classical sites52.


Figure 2.3: An example of the separation of a protein (GFP) into a QM
 region and a MM region. The QM treated region is represented by sticks,
 while classically treated embedding is represented by lines and cartoons.


The Kohn-Sham Hamiltonian is modified due to the contributions from the
 surrounding polarizable embedding with a PE operator consisting of two


51D. Bakowies and W. Thiel,J. Phys. Chem., 1996,100, 10580–10594.


52J. Applequist, J. R. Carl, and K.-K. Fung,J. Am. Chem. Soc., 1972,94, 2952-2960;


B. Thole, Chem. Phys., 1981,59, 341-350.
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ˆ


vPE = ˆvPEes + ˆvPEind, (2.10)
 where the first one is the interaction between the static multipoles and the
 electron density, and the second term is the interaction between the induced
 dipoles and the electron density. These terms are


ˆ
 vesPE =


S


X


s=1
 K


X


k=0


(−1)(k)


k! Q(k)s Fˆ(k)s,el (2.11)
 ˆ


vindPE =−


S


X


s=1


µinds Fˆ(1)s,el (2.12)
 where the sums oversare over all the classical sites54, the sum overk is over
 the order of the multipole moments (k = 0 for charges. k = 1 for dipoles
 etc.). S is the total number of classical sites, and K is the truncation level
 of the multipole expansion. Q(k)s is the kth order multipole moment on site
 s, that is Q(0)s =qs, Q(1)s =µs etc. The operator ˆF(k)s,el is defined as


Fˆ(k)s,el=X


pq


t(k)s,pqEˆpq (2.13)


where ˆEpq is, as always, the single excitation operator given in Equation 1.5,
 and t(k)s,pq is


t(k)s,pq =−
 ˆ


ρpq(r)T(k)s (r) dr (2.14)
 T(k)s (r) is the interaction tensor55, written as


T(k)s (r) =∇k 1


|r−Rs| (2.15)


53The remainder of this section is based on the work and derivation of Kongsted and
 co-workers: J. M. Olsen, K. Aidas, and J Kongsted,J. Chem. Theory Comput., 2010, 6,
 3721-3734, J. M. H. Olsen and J. Kongsted,Adv. Quantum Chem., 2011,61, 107-143.


54The sums overs in Equations 2.11 and 2.12 are not necessarily over the same s. In
 other words, the multipole moments and the induced dipoles do not have to be located on
 the same classical sites.


55A. J. Stone,The Theory of Intermolecular Forces, Oxford University Press, 1996.
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The induced dipole on each classical site (µinds ) is given as42


µinds =αsFs (2.16)


where αs is the (isotropic or anisotropic) polarizability and Fs is the local
 electric field on site s. The electric field is due to the nuclei and electrons in
 the quantum-mechanically described region, as well as due to the permanent
 multipoles and induced dipoles on the other classic sites


Fs =Fnuc+Fel+Fmul+Find (2.17)
 The induced dipole moments are also depending on all the other induced
 dipole moments, so Equation 2.16 has to be solved iteratively or directly by
 a matrix-vector multiplication


µind=A−1F (2.18)


The matrix A is of size 3N ×3N, where N is the number of classical sites,
 and given as56


A=




















α−11 T(2)12 · · · T(2)1N
 T(2)21 α−12 . .. ...


... . .. . .. T(2)(N−1)N
 T(2)N1 · · · T(2)N(N−1) α−1N




















(2.19)


αa are the polarizability tensors for the classical sites and the interaction
 tensorsT(2)ab are given in Equation 2.1557. Since the induced dipoles depend on
 the electric field from the electron density, the interaction operator between
 the electronic density and the induced dipoles has to be updated in every
 SCF iteration. Thus, the polarization is treated self-consistently.


56J. Applequist, J. R. Carl, and K.-K. Fung,J. Am. Chem. Soc., 1972,94, 2952–2960.


57Equation 2.15 refers to the interaction between the electron density and a multipole
moment, while the interaction tensors in equation 2.19 refer to the interaction between
two induced dipoles.
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 energy, analogues to the contribution to the KS Hamiltonian, consists of two
 extra terms in addition to the original pure DFT term


EtotPE =EDFTPE +EesPE+EindPE (2.20)
 The first term EDFTPE is the energy of the isolated QM-treated region, EesPE is
 the contribution to the energy due to the interaction between the multipoles
 and the QM region, whileEindPE is the energy contribution due to the interac-
 tion between the induced dipole moments on the classical sites and electronic
 charges, nuclear charges and static multipole moments. One important point
 is that, even if the energy is separated into QM and QM/MM contributions,
 the energy term EDFTPE is not independent of the PE potential. This means
 that the DFT energy calculated without the surrounding embedding will not
 be identical to theEDFTPE energy term. The reason is that the electronic dis-
 tribution, and therefore consequently the energy, is changed due to the extra
 potential from the classical region.


The contribution to the energy due to the interaction between the quantum-
 mechanically described solute and the multipoles are given as


EesPE =


S


X


s=1
 K


X


k=0


(−1)k
 k!





F(k)s,nuc+h0|Fˆ(k)s,el|0i


Q(k)s (2.21)
 resembling the static multipole contribution to the KS Hamiltonian (Eq.


2.11), except that the interactions between the multipoles and nuclei (m
 with charge Zm) are included, and that the contribution from the electron-
 multipole interaction is given as an expectation value of the ˆF(k)s,el operator,
 defined in Equation 2.13. The nuclear contribution is defined as


F(k)s,nuc =


M


X


m


ZmT(k)ms(Rm) (2.22)
where T(k)ms(Rm) is the interaction tensor (Eq. 2.15) between the nucleus m
and multipole moment s of order k. The energy contribution due to the
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interaction between the induced dipoles and the quantum-mechanical region,
 as well as with the static multipole moments, are given as


EindPE =−1
 2


S


X


s


(Fnuc+Fel+Fmul)µinds (2.23)
 where, as for the contribution to the KS Hamiltionian (Eq. 2.12), the induced
 dipole moments are induced by the total electric field, given in Equation 2.17.


From a computational point of view, the way the polarizations are derived in
the PCM and QM/MM polarizable embedding schemes are very similar. In
the case of PCM, the apparent charges due to the potential from all electrons
and nuclei are calculated for every tesserae, while for QM/MM, the induced
dipoles due to the electric field at every classical site from the electrons and
nuclei of the solute are calculated. The apparent surface charge for PCM
can be obtained by solving Equation 2.9 (page 20), while the induced dipoles
for QM/MM can be obtained by solving Equation 2.18 (page 23). In both
cases it is necessary to invert an often large matrix that depends on fixed
parameters, or iteratively solve a set of linear equations. The matrix K in
Equation 2.18 (PCM) depends, as mentioned before, on the cavity structure
and the dielectric constant of the medium, and the matrix A in Equation
2.19 (QM/MM) depends on the polarization of the classical sites and their
positions.
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Chapter 3



Molecular Electronic Properties



3.1 Time-dependent DFT


The Hohenberg-Kohn theorems, as discussed in Section 1.3, are only valid for
 ground-state energies58. In time-dependent DFT we instead have the Runge-
 Gross theorem that states that there is a one-to-one correspondence between
 a time-dependent external potential and a time-dependent electronic density,
 up to a time-independent constant59.


The time-dependent Kohn-Sham equation for a system |ti exposed to an
 external potential ˆV(t) is given as


H(t) + ˆˆ V(t)


|ti=i∂


∂t|ti (3.1)


V(t) is a small perturbation to the time-dependent KS Hamiltonian, where
 the time-dependent KS Hamiltonian is given as


H(t) =ˆ X


pq


fpq(t) ˆEpq (3.2)


58R. Gaudoin and K. Burke,Phys. Rev. Lett., 2004,93, 173001.


59E. Runge and E. K. U. Gross, Phys. Rev. Lett., 1984,52, 997–1000.



(38)fpq(t) is the KS operator defined in Equation 1.32, except that the Coloumb
 interaction term jpq and the exchange-correlation term vxc,pq now are time-
 dependent


fpq(t) =hpq+jpq(t) +vxc,pq(t) (3.3)
 since they depend on the time-dependent density. The two first terms are
 known and “simple”. The third term is, as for ground-state DFT, a complex
 functional including many-body effects that are not included in the two other
 terms. In most cases, and also in this thesis, the adiabatic approximation60
 is used. In the adiabatic approximation, the same functionals as for the
 time-independent KS-DFT are used, as well as a time-independent density
 at fixed time61.



3.2 Response theory


Response theory is a way to derive molecular properties with the use of
 perturbation theory62. In this work, the properties calculated are the one-
 photon and two-photon absorption (OPA and TPA). That is, the excitation
 of electrons due to the absorption of one photon, or the absorption of two
 photons simultaneously63. The absorption of photons will only happen if the
 energy of a photon matches the energy difference between two quantum states
 of the molecular system, or, in the case of TPA, if the total energy of two
 photons matches the energy difference between two quantum states of the
 molecular system.


The first step is to look at the expectation value of a time-independent op-
 erator ˆA for a time-dependent system |ti, and then expand this expectation


60R. Bauernschmitt and R. Ahlrichs,Chem. Phys. Lett., 1996,256, 454–464.


61R. E. Stratmann, G. E. Scuseria, and M. J. Frisch,J. Chem. Phys., 1998,109, 8218–


8224.


62J. Olsen and P. Jørgensen,J. Chem. Phys., 1985,82, 3235–3264.


63M. G¨oppert-Mayer,Ann. Phys.-Berlin, 1931,401, 273–294.
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