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Abstract


In a military tactical network bandwidth is often scarce. Web services lack a
standardized approach to provide Quality of Service. In this thesis a broker which
performs access control on bandwidth is created to provide a role based admission
control. The goal is to achieve high client satisfaction where the client’s role is
considered important.
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1. Introduction


War is a product of its age. The tools and tactics
 of how we fight have always evolved along with
 technology. We are posed to continue this trend.


– Dr. David S. Alberts onNetwork Centric Warfare
 In 1999, the United States envisioned a military where units can interconnect to share
 information and resources, a concept they named «Network Centric Warfare» [1]. Since
 then, this concept has been further researched in Norway and Sweden, as «Network
 Based Defence», in the United Kingdom as «Network Enabled Capabilities» and
 later in the North Atlantic Treaty Organization (NATO), as NATO Network Enabled
 Capabilities (NNEC).


A huge challenge is to find the technology to bind all new and existing military
 equipment together allowing them to interconnect. In this respect the military has
 looked for possible existing civilian solutions. Web service technology has become
 popular in civilian networks, both for internal use and for public services on the
 Internet. The technology is based on open standards which makes it easy to build
 and deploy services. The success in civilian use has lead military researchers into
 attempting to employ Web services in military networks. These networks are often
 complex, slow and consist of heterogeneous technologies. Therefore, using Web
 services can be a complex endeavor. This thesis will focus on using Web services in
 military networks in order to access resources.



1.1. NATO Network Enabled Capabilities


As seen in Figure 1.1, military networks can be complex and consist of different
 operational levels, contain both mobile and stationary nodes, and use a heterogeneous
 set of communication technologies. It is a goal to be able to buy commercial off-
 the-shelf (COTS) equipment, and the NATO policy is to use civilian standards where
 possible. If these standards do not meet the specialized military requirements, NATO
 can develop own standards, known as NATO standardized agreements (STANAGs).


In the «NNEC Feasibility Study» (NNEC FS) [65, and ref. therein], NATO has found
that a Service Oriented Architecture (SOA) implemented with Web Services is a viable
way to standardize information sharing and services within the alliance, using IP as
the common network protocol. The study does not specify how each nation should
build their information infrastructure, but instead focuses on the need for future
interoperability between nations and thus creating a federation of systems, which is an
assembly of systems, where each sub-system is under autonomous control.



(12)Figure 1.1.: Operational network, from [17].



1.2. Service Oriented Architecture


In [46] SOA is defined as:


Service Oriented Architecture is a paradigm for organizing and utilizing
 distributed capabilities that may be under the control of different ownership
 domains. It provides a uniform means to offer, discover, interact with
 and use capabilities to produce desired effects consistent with measurable
 preconditions and expectations.


A capability in a network is in a SOA known as a possibleservice, e.g., a web camera, a
 GPS or a software service, and [46] also defines aserviceas:


A service is a mechanism to enable access to one or more capabilities, where
 the access is provided using a prescribed interface and is exercised consis-
 tent with constraints and policies as specified by the service description. A
 service is provided by an entity – the service provider – for use by others,
 but the eventual consumers of the service may not be known to the service
 provider and may demonstrate uses of the service beyond the scope origi-
 nally conceived by the provider.


SOA services can be implemented using a wide variety of technologies, but the most
common one is Web services. This is also the technology NATO has chosen to use for
interoperability between nations. Web service technology is based on a set of open
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Figure 1.2.: Elements of a Web service architecture [35].


standards, where the Web Services Description Language (WSDL) [10] is used to create
 a description of a service, using Extensible Markup Language (XML) [8]. Request and
 responses are sent using SOAP [25] messages transported by HTTP [18] over TCP [57].


A service is of no use without anyone using it, and the counterpart to the service
 provider is therefore theconsumer. If a consumer wants to use a service, it must first
 find it, and that is usually done through aregistry, in which the creator of the service has
 registered it. Figure 1.2 shows the relationship between service, consumer and registry,
 with a WSDL basedservice contract.


There are many ways to define Web Services, but the World Wide Web Consortium
 (W3C) has the following definition [26] which this thesis will use:


A Web service is a software system designed to support interoperable
 machine-to-machine interaction over a network. It has an interface de-
 scribed in a machine-processable format (specifically WSDL). Other systems
 interact with the Web service in a manner prescribed by its description using
 SOAP-messages, typically conveyed using HTTP with an XML serialization
 in conjunction with other Web-related standards.


XML is designed to be both human readable and machine processable, which means
 that is is rather verbose. Because of this, SOA realized by Web Services generate a
 significant amount of network traffic. This means that Web Services, in their basic form,
 are not suited for military networks. In [44, 45, 64], it has been found that this can be
 vastly improved by using compression, proxies and filtering, making the technology a
 viable option for military communication.


The registry is not mandatory. Therefore, consumers with prior knowledge of the
service caninvokeit directly. A registry can either be central or distributed, depending
of needs and network topology, or it can be a specially tailored mechanism. However,
discovery is not the focus of this thesis, and the interested reader should see [36] for
a thorough discussion about service discovery, while [33] discusses challenges with
service discovery across heterogeneous military networks.



(14)Figure 1.3.: Statistical guaranteed QoS, from [23].



1.3. Quality of Service – QoS


In [69], QoS is defined as "the set of those quantitative and qualitative characteristics of
 a distributed multimedia system necessary to achieve the required functionality of an
 application".


In the NNEC FS, QoS is listed as a requirement, but when the study was written
 no QoS standard existed for Web services, which is also the case today. QoS is in the
 NNEC FS not only listed as any requirement, but after interoperability as the second
 most important factor for the NNEC concept to succeed. Because many services in a
 military network can provide pictures and other multimedia, the above definition is
 applicable for military use of Web services as well.


Military network resources are scarce, and must therefore be better shared than by
 using traditionalbest effort, as used in civilian networks. QoS is implemented by giving
 priority to an entity, e.g., a user, host or a service, possibly at the expense of another
 entity.


Priority is usually differentiated in the following three classes [66]:


• Best effortis the simplest, as one does nothing and hopefully the protocols are fair.


No guarantees can be met which can lead to unreliable services.


• Deterministic guaranteedpriority reserves the requested resource for future use and
 can therefore satisfy demands. The downside is that reservation does not imply
 neither constant use nor that the reservation is just big enough, and therefore it
 will waste resources.


• Statistical guaranteed priority is similar to deterministic, but can use statistical
 methods to achieve a higher work load, though this may violate QoS from time
 to time, as seen in Figure 1.3.


In this thesis the goal is to provide statistical guaranteed QoS with preemption to
ensure the success of high priority client requests.
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 1.3.1. Client satisfaction


QoS encompasses many aspects, and can be seen from many perspectives. In [38] three
 perspectives are defined: network QoS, Quality of Availability (QoA) and Quality of
 Perception (QoP). QoA deals with the availability of a service, while QoP deals with
 a client’s experience of a service. One aspect of QoP is that a client gets an answer
 within a reasonable time. In this thesis client satisfaction is defined by reaching a given
 deadline.



1.4. Thesis scope


To provide an integrated QoS platform for NNEC operations, QoS must be present in
 all aspects of Web Services. A complete solution would require significantly more work
 than a thesis. Therefore, this thesis will focus on creating an admission control broker
 for Web Services, which performs admission control of the available bandwidth1,
 because bandwidth is the most limited resource in a military network.


1.4.1. Role-based QoS


In a military QoS setting, your job or theroleyou have is more important than who you
 are. Furthermore, the combination of role and service will yield a priority level, e.g., a
 low ranking person might get higher priority than a high ranking officer because the
 service is morerelevantfor the lower ranked person’s role. Thus, a user may experience
 differentiated quality, depending on which service it invokes, as the combination of the
 user’s role and service can yield different priorities.


When using role-based QoS, the first and most obvious challenge is how to assign
 priorities, and which roles are needed and how to assign roles to users, i.e., who are
 going to get first rate services while others must patiently wait in line?


In addition to roles, other variables, like the proximity to the service, can further be
 taken into account when determining priority, but using such variables are beyond the
 scope of this thesis.


1.4.2. Service descriptions


When creating a QoS-enabled Web service, the standard Web service description must
 be extended with information about the QoS properties of the service.


Typically, one can provide two services for the same web camera, only with different
 image resolution, and for instance only allow local and high priority users to get the
 highest solution.


1In the context of radio systems, the termData rateis used to describe the throughput in terms of bits
per second. When describing computer networks, and in this thesis,bandwidthis used interchangeably
with data rate and throughput. In signal processing on the other hand, bandwidth represents width of
frequencies and is measured in hertz.
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 but also roles, and be updated when needed. That process is outside the scope of this
 thesis and it is assumed that the end-user equipment can send descriptions of itself.


1.4.3. Service invocation


Adding QoS support to Web services introduces a number of challenges related to
 service invocation: What shall be done when an invocation with a higher priority
 arrives and all bandwidth is taken? Who shall be the first to go? Round-robin at each
 layer, starting bottom up withbest effort? This is obviously not something the client
 neither needs to know nor should be able to know, but is a set of policies which the
 broker must enforce. The answers to these questions will be addressed in the design
 and testing of the admission control broker presented in this thesis.


In this thesis the services are given, but the client must compare its own capabilities
 or requirements with the available services’ QoS descriptions and figure out which one
 to invoke, or maybe implement fail back options if one service is saturated.


The COTS clients will use HTTP over TCP, but this can be optimized by using non-
 standardized solutions for military networks [44].


1.4.4. Service discovery


Discovery can be cumbersome in military networks, but good experimental solutions
 exist [33], and it is considered outside the scope of this thesis. It assumed that all service
 descriptions are distributed to all clients and the broker.


1.4.5. Network information


Typically, users want to get a higher quality version if they can, though the network will
 often limit them. Accurate network information is therefore important, in order to give
 the most important users priority, and at the same time accept as many non-priority,
 best effort, users as possible.


Feedback from the network is important to realize QoS, because then an application
 can adapt to the conditions. This is unsolved for Web services and an important aspect
 to cover.



1.5. Admission control


In contrast with the normal Internet, where demand for more bandwidth and
 guarantees have been met with over provisioning, military networks often do not have
 that option. In radio based networks, which deployed military networks often are,
 radio uses a fixed frequency specter, and thus limiting the number of simultaneous
 radios which can be used.


To manage the available resources and to make sure high priority traffic gets
precedence over low priority traffic, a local bandwidth broker can be used to make
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 sure that applications will correctly priority tag their traffic according to the current
 network state.


The broker must know the current network utilization and potentially future
 allocations, as well as information about the network topology.


There exists no standardized QoS framework for Web Services. This thesis will
 therefore implement a partial experiential prototype as a proof of concept.



1.6. Limitations


As this thesis was written at and for the Norwegian Defence Research Establishment
 (FFI), some restrictions were made to the use of military sources to keep the thesis
 unclassified and freely distributable. Therefore no real usage patterns of services
 are used, and all mappings between services, roles and priorities are significantly
 simplified. The upper bandwidth limitations of some frequently used military radios
 are shown in Table 2.1, but frequencies, ranges and other properties can not be
 disclosed.


NATO stresses interoperability, thus only mature Web service standards are consid-
 ered.


Military networks have strict security policies and requirements. Even though some
 civilian security standards exist for Web services, current policies mandate either link
 or IP cryptography. It is therefore henceforth assumed that the required security is in
 place, and thus plain Web services can be used, with security provided in lower layers.



1.7. Research method


In [15], three main scientific approaches for the computer science discipline are
 defined: theory, abstraction, and design. These approaches should be seen as equally
 important. The approaches all follow an iterative process, but the process steps
 differ from approach to approach. This thesis uses the design approach, because it
 is the most suitable one in the development of a prototype, rather than an abstract
 framework. A design approach can be realized by using an engineering process. The
 engineering process consists of four stages: 1) Perform requirements analysis, 2) derive
 a specification based on the requirements, 3) design and implement the system, 4) test
 the system. In the engineering approach the hypothesis is that the system fulfills the
 specification and thereby meets the requirements.



1.8. Research claims


NNEC requires QoS for Web services, but no standards exists. To enforce admission
control of often very limited bandwidth, a role based QoS with a broker which uses
network information can be used. In this thesis a QoS-aware admission control broker,
which supports prioritization and preemption is examined. The goal is to obtain high



(18)client satisfaction for the most critical roles. This thesis is built around two research
 claims that are proved through the thesis:


1. QoS admission control can be implemented in a broker.


2. A role based QoS combined with a broker will lead to higher client satisfaction.



1.9. Thesis outline


The remainder of this thesis is organized as follows: Chapter 2 discusses the
 background of Quality of Service and Web Services, which covers the two first steps
 of the research method. Chapter 3describes the design of the broker mechanism and
 Chapter 4 goes through the details of the implementation and evaluates the results.


These two chapters cover the third and fourth step. Chapter 5 concludes the thesis.


Chapter 6discusses aspects which need further research.
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2. Background



2.1. Network layer QoS


QoS has historically been implemented on the network layer, or if using Multiprotocol
 Label Switching (MPLS) [62], between the network and data link layer. Typically
 network layer QoS can attempt to optimize the network usage based on a number of
 different properties, with the most common being:


• bit rate


• packet loss


• delay, typically for interactive services as IP telephone


• jitter, same as above, but also for streaming


In military networks the bit rate is low, because they are more focused on range
 and resilience against jamming. Packet loss can occur due to the nature of wireless
 networks, but can be mitigated using heavy forward error correction. High delay is the
 norm due to low bandwidth, and even more so because some radios, e.g., HF-based,
 can be slow at changing the radio from reception mode to sending, and vice versa. This
 thesis will focus on bit rate as a resource.



2.2. Network QoS infrastructure


QoS in a military wired network is often enforced using a combination of the well
 established IETF standards Integrated Services (IntServ) [6] and Differentiated Services
 (DiffServ) [5, 24]. The two models are fundamentally different, as IntServ uses end-to-
 end resource reservations, while DiffServ will differentiate the traffic per hop. A further
 discussion on IntServ and DiffServ in a military setting can be found in [41].


2.2.1. IntServ


IntServ requires end-to-end resource reservations for distinct flows using the Resource
ReSerVation Protocol (RSVP) [7, 71]. RSVP requires that all routers on the path between
the two corresponding nodes accepts the resource reservation before IntServ can accept
the traffic, and thereby essentially creating a circuit-switched network on top of the
packet-switched network. All the routers must perform resource management and
continuously monitor the bandwidth usage. If the topology or link speed changes,



(20)which often happens in a Mobile Ad-Hoc Network (MANET) [13], then a new RSVP
 procedure must be performed for each current connection. On slow radio links, the
 signaling overhead, not only on network changes, but as well on connection setup,
 maintenance and tear down, can lead to too much of the available bandwidth being
 used.


2.2.2. DiffServ


DiffServ maps the type-of-service IP header bits to traffic classes. These classes define
 a deterministic Per Hop Behavior (PHB) and allows DiffServ to prioritize IP packets
 accordingly. DiffServ is purely PHB-based and performs neither admission control nor
 any resource management.


In tactical networks PHB is a huge advantage because it does not require any
 signaling across the network. Furthermore, when changes in topology occurs, no new
 setup phase is needed, but either one can keep using the existing PHB-table or change
 to a new one, if needed.


Several RFCs cover DiffServ and PHB, where the most important ones are: RFC 2474
 (Definition of the Differentiated Services Field in the IPv4 and IPv6 Headers) [50], RFC
 2475 (An Architecture for Differentiated Service) [5], RFC 2597 (Assured Forwarding
 PHB Group) [29], RFC 3140 (Per Hop Behavior Identification Codes) [4], RFC 3246 (An
 Expedited Forwarding PHB) [14], RFC 3260 (New Terminology and Clarifications for
 DiffServ) [24], and RFC4594 (Configuration Guidelines for DiffServ Service Classes) [2].



2.3. Application


Extending QoS up to higher layers, as the application gives more granularity on who
 and what to prioritize. For example, if a computer is used by multiple persons during
 a day which have distinct roles, then on the network layer traffic would either be
 prioritized or not, while an application QoS model can filter on the actual person logged
 in, the service requested, physical location, proximity, etc.



2.4. Tactical router


The military uses various radio technologies, each with different capabilities regarding
 range, data rate and frequencies, to support the often agile behavior of units.


Some common radios are listen in Table 2.1. Traditionally, the tactical networks
 were isolated in disjunct Combat Net Radio (CNR) networks, where the radios
 provided all the functionality on all network layers to communicate with other CNRs
 within the network, but without any possibility to reach other networks. Protocols
 used within each CNR network were often non-standard, thus further hindering
 intercommunication.


The interoperability requirement which NNEC imposes in tactical environments,
requires more integration. This obviously adds challenges as administration, admission
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Link type Max bandwidth Expected bandwidth


(Kbit/s) (Kbit/s)


High Band UHF (HB-UHF) 300.0 300.0


Sub Network relay (SNR) 64.0 64.0


Personal role radio (PRR) 38.4 38.4


STANAG 5066 / 4538 9.6 0.15 - 9.6


Satellite (unstabilized antenna) 2.4 2.4
 Multi role radio (MRR) /


2.4 1.0


Light field radio (LFR)
 Universal Improved


16.0 16.0


Data Modem (UIDM)


Table 2.1.: Military radios and their max and expected bandwidths, from [34].


control and routing of traffic flows. In [41], an IP-based network architecture in CNR
 networks and between them is described, in order to enable tactical networks for use
 in NNEC operations. The Norwegian Army Transformation and Doctrine Command
 (TRADOK), together with FFI and industrial partners have therefore developed a
 router which uses IP as an universal carrier in all the tactical networks [28]. These
 routers are called Intelligent Tactical IP Routers (ITR). A prototype from Thales, who
 later won the development contract, can be seen in Figure 2.1. Thales’ ITR runs a
 customized version of Vyatta [70], an open source network operating system with a
 Linux kernel.


2.4.1. Intelligent networks


To provide reliable network connectivity to users operating in the field, despite
 difficulties as varying terrain and jamming attempts, the network must support
 multiple transmission technologies and routing paths. Long range low throughput
 links for reach back links to head quarters and short range high throughput network
 for local communication must be supported side by side, and be as transparent for the
 user as possible. This requires routing and network information to be spread, and to
 differentiate traffic according to the links’ capabilities.


The ITR uses DiffServ to differentiate traffic. Routing information and other traffic
 which is used to keep the network up and running have top priority, while the other
 traffic classes can be configured as needed.


2.4.2. Routing in mobile networks


While traffic flows can be shaped with DiffServ, as in any other civilian network, routing
in a mobile environment is much more complex than in a wired network. Multiple ITRs,
either some/all stationary, will form a MANET, which requires other routing protocols



(22)Figure 2.1.: The Intelligent Tactical IP Router designed by Thales is based on a
 ruggedized PC/104 platform offering four Ethernet ports, two serial ports,
 one X.25 port and two USB ports [28].


Client ITR 1 ITR 2 Server


Figure 2.2.: Two ITRs each with two carriers.


than plain Open Shortest Path First (OSPF) [49] or Routing Information Protocol [47],
 due to MANETs being much less reliable than a regular network.


The ITR supports multiple unicast MANET routing protocols, most importantly:


Optimized Link State Routing Protocol (OLSR) [12], wireless extension of OSPF [52],
 Ad hoc On-Demand Distance Vector (AODV) [56] and OSPF-MT (Multi Topology) [58].


OLSR and OSPF are good for networks which have a lot of communication, as it
 will measure and calculate routing information all the time. This is in contrast to
 AODV, which will only lookup paths to a destination when needed, and thus saving
 bandwidth. An AODV lookup may take some time, and therefore OLSR or OSPF are
 often preferred in a military setting, to ensure that critical traffic will be handled as
 soon as possible. The ITR also supports various types of multicast routing protocols,
 but only unicast routing will be used in this thesis, because COTS Web Services use
 unicast SOAP over HTTP over TCP.


2.4.3. Military specific limitations


Military tactical networks often formdisadvantaged grids, which [22] defines as:


Disadvantaged grids are characterized by low bandwidth, variable through-
put, unreliable connectivity, and energy constraints imposed by the wireless
communications grid that links the nodes.



(23)2.5. Brokers
 Furthermore the radio equipment is expected to last 10-15 years, and therefore low
 bandwidth radios will be common for a long time.


COTS Web Service clients use SOAP over HTTP over TCP, and therefore require
 a direct end-to-end connection between the client and the server. Experiments have
 shown that TCP in Windows XP stops working when the bandwidth is less than 400 bits
 per second, and likewise with UDP when reaching 300 bits per second [64], which are
 not considered very low speeds in tactical networks. 40 bits per second per user is not
 uncommon, rendering TCP not usable in most tactical wireless environments [21]. TCP
 is connection-oriented, therefore given the unreliable nature of a disadvantaged grid,
 low link utilization will occur due to the congestion control algorithm compensating
 for packet loss and high latency. Likewise, HTTP also has problems in disadvantaged
 grids due to it being synchronous. Thus when a SOAP request is sent over HTTP, the
 connection is kept open until a reply is received. Traversing multiple radios yields a
 high possibility of a connection timeout, and then force a client to restart the request.


2.4.4. DSproxy


To improve the reliability and performance of Web Services in disadvantaged grids,
 FFI has developed a SOAP proxy, the Delay- and Disruption-Tolerant SOAP Proxy
 (DSproxy). The DSproxy is able to cache responses, provide XML compression and
 supports HTTP and TCP, store-and-forward, and is done without modifying any SOAP
 messages [64]. For the best result with COTS clients, a proxy should be placed as close
 to the client as possible, in order to minimize the usage of HTTP and TCP [45].



2.5. Brokers


QoS brokers are not something new, as already in 1994, IntServ with RSVP existed as
 an example of a bandwidth broker. The new aspect with the broker proposed in this
 thesis is that it provides feedback from the network to the application, and that this is
 done for Web Services. See Chapter 3 for details of the design, and Chapter 4 for the
 implementation and evaluation.



2.6. QoS in Web Services


Standards are important for Web Services, and there is an ongoing attempt to
 standardize QoS-information for Web Services [40]. This has not been completed, and
 therefore it is important to consider what been done of experimental solutions.


WS-QoS [67] is a solution which solves a specific part of the QoS-puzzle. The author
 performs a mapping from proprietary QoS-information on the application layer to
 traffic classes on the network layer, with respectively DiffServ and UMTS used for
 wired and wireless networks.


Even if experimental solutions are used, it is important that the choices which are
made are not incompatible with existing standards. This implies that one can not
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 WSDL. This is because the standard not supporting it. However, some experimental
 solutions do employ this approach [72, 65], but that brings in requirements for propri-
 etary clients and services which can understand the extended service descriptions. A
 better approach is to create a loose coupling, with the QoS metadata outside the WSDL.


In this thesis the latter approach is chosen, see the design in Chapter 3.



(25)
3. Design


A complete solution for QoS will require many different components. In this thesis one
 sub-problem is chosen, namely admission control using bandwidth as a metric, because
 bandwidth is the most limiting factor in disadvantaged grids. As previously stated,
 no existing solution solves the military-specific QoS requirements for Web Services.


Therefore, a viable solution must take military limitations into account, and be able to
 take advantage of feedback provided by an ITR.


Admission control mechanisms can be implemented in many ways, but this chapter
 will discuss a broker-based solution. A broker-based approach was chosen, because it
 is a proven concept for QoS management. For example, IntServ with RSVP.


This proof of concept broker will provide the broker mechanism as an API, which
 all clients must invoke before invoking the desired service. This extra step requires
 modifications of the clients, as this is a proprietary extension. Clients which request
 services without using the broker first will be placed in the best effort class by the ITR.


In a production system the broker itself should be a Web Service, to let non-local users
 use the broker.


It is important to emphasize that only the broker-API is proprietary, the Web Services
 themselves are not changed in any way and invocation is still done using SOAP
 over HTTP over TCP. Therefore, COTS clients will be able to work side-by-side with
 proprietary clients, but will not get the benefit of being prioritized by the ITR.


The thesis will use an object oriented approach to describe the design, but that
 does not imply that the broker must be implemented using either object orientation
 or an object oriented language. Instead, it is used as a convenient method to describe
 relations between components in the broker.



3.1. Policing


In order to provide QoS in a production network, policing must be performed to ensure
 that the clients and servers adhere to the broker’s decisions, otherwise the decisions are
 worthless.


One common way of implementing a policing mechanism is by dividing the
functionality into two components, a Decision Point (DP) and an Enforcement Point
(EP). The DP in this design is the broker, because it determines which users that can
invoke services. The task o a DP is to make decisions, while the EP is responsible for
enforcing the decisions make by the DP. When a client is accepted the DP must inform
the EP that a certain ID shall be mapped to a certain QoS class and for how long the ID
is valid. The ID’s validity can be revoked by the DP if needed, e.g., if forced to remove
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The EP may run on the tactical router, the ITR, in order to be able to enforce the DP’s
 decisions, if not run on the ITR it must be on the path between the client and the ITR.


If the DP also runs on the ITR, then the EP can be a built-in part of the DP and not a
 stand alone service. Enforcing is done by looking into incoming SOAP messages and
 matching the ID found with the information received from the DP. With a valid ID,
 then a traditional network prioritization mechanism, for example DiffServ, is used to
 prioritize the packet. If the ID is expired, then the client’s packets are rejected. Finally
 if the SOAP message has no ID, then it is assumed that is has been invoked by a COTS
 client and the message will therefore be placed in a best effort traffic class.


An EP is assumed to exist, because it can easily be implemented using existing
 solutions. The rest of the design will cover the DP, henceforth only referred to as the
 broker, as it covers non-existing functionality, which requires further research.



3.2. Assumptions


An admission control mechanism is not a stand-alone solution, but requires integration
 with other components. This section lists a few of those, and will assume they exist.


3.2.1. Bandwidth


The bandwidth used for calculations in the broker is assumed to be dedicated to the
 broker, either through a DiffServ class or that the link does time-division multiplexing.


Any other traffic such as routing information and COTS Web Service traffic is assumed
 to use other DiffServ classes or occupy other slots if using time-division multiplexing.


3.2.2. Preemption and priority


In the NNEC FS, being able to preempt and prioritize clients is stressed. Preemption
 means that a task can be interrupted in order to let a another task run, and this is
 done transparently and without any consent from the running task. The preemption
 can be achieved by either pausing or stopping the running task. A lower priority task
 which is paused indefinitely while higher priority tasks are running will experience
 starvation [43]. Starvation is usually avoided by periodically preempting the higher
 priority tasks and allowing the low priority one run for a short time before pausing
 it again. In military networks ensuring delivery of high-priority information is
 considered more critical than avoiding starvation of low-priority traffic, which means
 that starvation in same cases can be accepted.


The NNEC FS requires that a new client must be able to preempt lower priority
clients. However, network applications can not be preempted for an extended amount
of time, because the opposite side of the connection requires feedback and has no idea
that an application has been preempted. Consider two clients, a low priority client
A, and a high priority client B. If A is downloading a file, and then B also wants
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 to download a file, B can preempt A in order to get all the bandwidth. Unless B’s
 download is finished very fast, A’s connection has probably timed out and A must
 then restart the download. Due to the low data rate in military networks, this time-out
 problem will occur even for smaller data requests, and network are therefore stopped
 rather than paused while preempted.


It is assumed that the capacity the best effort DiffServ class provides to COTS clients
 will be reduced to a minimum, or even to zero, when the bandwidth allocated to the
 broker is maximized. Otherwise best effort clients could continue using the link, while
 higher priority clients could be rejected due to a high priority client already running.


This concept is called priority inversionand should be avoided. Priority inversion and
 starvation are further discussed in [43].


3.2.3. Roles and their priority


The broker implements role based admission control. Mapping the combination of
 roles and services to priorities are policy decisions which are beyond the scope of this
 thesis, though it is assumed that such a mapping exists and is available to the broker.


A client can not request a priority directly, only indirectly by stating its role and the
 service it requests. The combination of a role and service will yield one priority, and
 therefore it results in a[rolesxservices]matrix. This matrix can either be hard coded in
 the broker or provided by other means, but must be present when starting up.


3.2.4. Service registry


It is assumed that all services which the client will invoke are known to the broker.


How the registry is built up, either through a discovery protocol or hard coded in both
 the client and broker does not matter as long they have the same WSDLs.


3.2.5. QoS description for service


Though a new version of WSDL exists, 2.0 [9], version 1.1 [10] is the most commonly
 used and will be used in this thesis.


To be able to provide QoS for a service, it is necessary to know how much resources
 it consumes. Also, some services may need to be prioritized independent of who is
 requesting the service, e.g., Web Services for setting off alarms.


In a normal Web Service request and response, the request is a small message, and
almost the same size for all services, while the response is usually much larger than
the request and varies a lot. The resource which is most important is the reply size,
that is, the total length of the message replied to the client, including the XML. To let
the broker easily make a decision, it needs to know the reply size for every service
the client requests. This can be solved by creating unique services for each possible
reply, though this might vastly increase the number of available services. A mapping
between services and their reply sizes must be present in the broker, either hard coded
into the broker, read in from a file at start up, or obtained through a service discovery
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 may be used.


The WSDL itself cannot contain the reply size, as such a field is not standardized and
 would therefore break COTS clients. This has however been done in other solutions,
 see [65, 72], but they require proprietary clients. See Section 2.6 for more details about
 why the WSDL should not be modified, and why this design choose another approach.



3.3. Tactical router


Figure 3.1 shows that the packets which are routed between the two ITRs can use two
 paths. As the two paths indicate two different radio links, often with vastly different
 bandwidth, it is important to know which is used presently. The router will only use
 one link at the time, and it will choose the fastest one available. By looking at the
 routing table it can be established which link is currently used.


The ITR will run a HTTP service which will return the link ID which is currently
 active. A mapping between link ID and network capacity can either be hard coded
 in the broker service, or described in a file which the broker will read at startup. The
 Universal Resource Identifier (URI) for the service is <http://routername/routeInfo>.



3.4. Client API


Network QoS is not a part of the Web Services standards. Other QoS aspects such as
 reliability, transactions, and security are standardized and can be supported by COTS
 clients [34], but neither of those QoS properties are focused in this design, as they will
 be transparent to the broker.


Figure 3.1 shows the steps when a client successfully invokes the broker service,
 which are:


1. Client requests QoS from the broker service.


2. The broker informs the EP about a new client, and its QoS level.


3. Broker accepts the client.


4. The clients invokes the Web Service.


5. The Web Service response is sent to the client.


Also as seen in Figure 3.1, the broker is not between the client and the ITR, thus COTS
 clients do not need to know about the broker. They will instead skip the first three steps
 above, and immediately invoke the Web Service. However, in this case they will receive
 no guarantees, and only best effort is provided.


The rest of this section covers the brokers only public function, namelyhandleRequest.
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Figure 3.1.: Overview of client, broker and server


3.4.1. Invocation


handleRequest is the function a client must call in order to possibly gain priority. The
 function can either be exposed using a Web Service, thus allowing remote users to
 access the broker, or directly through the API. Most likely the broker will be used as
 a Web Service, because then it can serve any nearby client which understands how to
 use the broker.


3.4.2. Parameters


The three parameters listed below are all mandatory. Lacking either of them will cause
 the request to be rejected.


Time limit


The deadline before the request must be finished. As the request itself might be delayed
 due to slow links, this parameter should be an absolute date, and not a relative one,
 e.g., at latest at 1290519944 seconds after Epoch1, instead of «within 30 seconds». This
 assumes that time synchronization is provided. The parameter’s type is a 64-bit integer,
 instead of using the classic time type of a signed 32-bit integer, which will wrap early
 in 2038. This is known as the «year 2038 problem».


Role


This parameter is a one word string which describes the users role, and can consist of up
 to 32 characters. Valid characters are specified in section 2.2 in the XML specification [8].


Example: "gunner". The definition of roles in a QoS setting is discussed in Section 1.4.1.


100:00:00 UTC, January 1, 1970
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Identifies the Web Service the requester wants by using a unique string. This string
 has the same limitations as «Role»’s string. The content of the string is up to
 the implementation. An example is the service endpoint, which is an unique URI
 containing «http://server.name/serviceName». Another example is a hash of the Web
 Service’s WSDL, which globally uniquely identifies a service instance. Conversely, if
 the endpoint is removed from the WSDL, then the hash will uniquely identify a service
 type[37]. Hashing is on the other hand a more CPU expensive operation than just using
 the endpoint as an identifier, though it could be beneficial if used in conjunction with
 service discovery.


The Web Service must have a known reply size. If none is found the client is rejected.


3.4.3. Response to client


The broker will always return a key based list, e.g., a dict in Python or a HashMap in
 Java. It contains at least one element. If it has a key with name «rejected», the client is
 rejected and must behave accordingly. Unless rejection the client is accepted.


Reject


If a client gets a reject, it should display the error, as given by looking up the value for


«rejected» in the list. The end user can then later manually retry to invoke the service,
 or such a retry could be automated, depending on the system.


Accept


If accepted the key based list contains two elements, whose keys are «id» and «delay».


On acceptance the client must first wait the delay specified, and then the client must
 add the id to the outgoing SOAP request when invoking the service. The id must be
 sent to the EP by the DP, together with the QoS class and period when the id is valid.


The client could have been allowed to label its packets with the correct QoS class,
 but clients are not considered trustworthy enough, and since an EP is required anyway
 to support preemption, the EP can label the packets with the corresponding DiffServ
 class.



3.5. Broker internals


This section will first briefly describe the data flow for a request when it arrives, and
 then describe all the elements needed to build a broker.


3.5.1. handleRequest


An invocation can be seen in Figure 3.2. The parallelograms are input or output,
diamond shaped boxes are conditionals and rectangles are general processing steps.



(31)3.5. Broker internals


Valid parameters Map service and
 role to QoS class
 Broker request
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Remove
 No


Yes Yes


No


No Yes


Accept


Reserve bandwidth


others?
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Figure 3.2.: High level view of an invocation of the broker service.


First the request arrives at the broker, and then the broker checks if the parameters
 are valid according to the description in Section 3.4.2.


Map role to QoS class


Assuming the client has valid parameters, the combination of a role and service will
 yield a priority from the Constant class’sgetPriorityfunction.


Vacant bandwidth


The bandwidth broker’s main task is to account for how much bandwidth is used
 presently, by whom and for how long. Similar if queuing is supported, then future
 reservations must be accounted for as well.


Estimating the amount of bytes to reserve is more complex than dividing the
 expected reply size by the network speed. COTS clients use TCP over HTTP, and
 TCP will reduce its sending rate if packet loss is detected, which is highly likely in a
 disadvantaged grid, thus making accurate calculations difficult.


After a reply size is calculated, the vacant bandwidth can be found by searching the
 broker’s ring buffer, more info in Section 3.5.3, which contains all the accounting. If
 there is a large enough interval in the ring buffer before the clients time limit expire to
 hold the request, then the bandwidth must be reserved and then the broker accepts the
 request.


Can remove others?


In a military context policy is that priority trumps, thus any request of a lower priority
 can be put on hold or discarded if necessary, in order to fulfill higher priority requests.


How aggressive this demand for preemption shall be met is a matter of policy. For
instance, should a client be stopped to let a higher priority client run, even though
both time limits could be met? The broker should support different kinds of policies,
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 policies.


If no lower priority clients can be removed, then the client must be rejected.


Remove client


The broker has no contact with client the after it has requested priority, and can not
 communicate with it. Therefore, the broker can not ask the client to stop its ongoing
 invocation, or if a future reservation, ask it not to invoke in the future. The broker must
 withdraw its acceptance, by revoking the client’s ID as a valid token. Then the client
 will be blocked by the EP, and if it wants to retry to get the Web Service it must issue a
 new request to the broker and re-invoke the service.


Reserve bandwidth


If the request reaches as far as here, then it shall be accepted. Bandwidth reservation is
 done by adding the client to the ring buffer.


3.5.2. Client class


Each client must be represented in a Client object. This object must contain the client’s
 time limit, priority, role and the service it requested. For statistical purposes, a status
 variable is used. This is an integer, whose values are not specified, but a mapping
 between the values used and a textual representation must be present. For example, 0
 can be mapped to "Success".


3.5.3. Ring buffer class


A ring buffer, or circular buffer, is a data structure similar to a linked list, except that
 the last element points to the first, thus forming a ring. Caution must be made to not
 blindly loop through the buffer when searching, but check for a sentinel value, typically
 the ID of the first element where the iteration started.


To store bandwidth reservations, a ring buffer was chosen, because it has some
 convenient aspects, such as: fixed amounts of space, and therefore implicit set up an
 upper threshold for reservations. Fast to search in for finding intervals which can be
 used for requests. Combined with a maintenance thread which rotates the ring buffer,
 old entries will automatically expire, given that the maintenance process clears the slot
 after rotating.


The ring buffer will have three public variables, currentSlot and lock and kbpts.


currentSlot points to the «start» of the ring buffer, i.e., the buffer slot whose time is
closest to the present time. To ensure the integrity of the ring buffer, thelockvariable
must be marked as locked before modifying the time slots. kbptsis the number of KB
per time slot, and must be updated every time the network speed changes.
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 maintenance


The maintenance process must run as often as the length of each slot, thus pruning
 invalid and expired clients and thereby maintaining the integrity of the ring buffer. It
 must also setcurrentSlotto the next slot.


Time slots


Each element in the ring buffer consist of a TimeSlot object. These objects are the ones
 that actually stores the data in the ring buffer. A TimeSlot object contains five variables:


• next, pointing to the next time slot.


• time, the time the slot will expire. Note this is not used by the maintenance
 process, but when iterating the ring buffer to find a suitable interval for a request.


• id, an unique id


• usedBytes, how many bytes which have been reserved in this time-slot


• clients, a key based list, where a client’s object is the key and it’s reservation in
 bytes in the current slot as the value. A client may span multiple time slots, if it
 requires more bandwidth than one time slot can provide.


The class has two functions: reset which resetsusedBytes to zero and clears clients.


clearReservations is called by the ring buffer maintenance process, to reset the slot, but
 also if policy dictates, the broker can revoke any client’s ID if the slot was last one
 containing the client.


canAccept


This function will attempt to fit a client into the ring buffer, and is able to remove other
 lower priority clients if needed and supported. The behavior of this function is heavily
 dependent of policies, such as whether queuing or preemption is allowed, and it must
 be able to handle different policy settings.


The function’s parameters are a client object, a size, and optionally a start time slot.


It returns a key based list, which contains ’rejected’ on failure, with a reject reason;


’startSlot’, where it can be added by theaddfunction; and ’delay’, if delayed starting is
 needed.


If the function was called with the optional start slot, then that is used as the start slot,
 otherwisecurrentSlotis used as the start slot. The start slot defines where the function
 will start searching from in the ring buffer, while the search always stops when reaching
 currentSlot.


First it will assert that the request’s size is less or equal to the entire ring buffer. Then
 the easiest case is when no clients are in the buffer, then just add the client and return.


The seconds easiest is when queuing is disabled. Pseudo code shown below, where
QUEUINGindicates the queuing policy,PREEMPTis the preemption policy, andclient
is the parameter tocanAccept:
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 if QUEUING == false:


c = clients[0]


if c.priority < client.priority:


if PREEMPT == true:


preempt(c)
 else:


return ’rejected’: \


’No queuing or premption, will finish lower priority’


else:


return ’rejected’: ’No queuing, too low priority’


return ’startslot’: startslot


Two simple cases exists when queuing is enabled: first that the start slot has room,
 and secondly that the time limit can be kept after adding after the presently last client
 in the ring buffer.


If neither of the simple queuing cases are possible, then preemption must be enabled
 if a client shall be accepted. To fit a client in a full ring buffer, the function must do
 a 2-pass through the ring buffer. First round is to check if there is room in the ring
 buffer, including the possibility of terminating low priority clients. It is important to
 not terminate any clients before weknow there is room for the entire request, e.g. the
 client is of medium priority, and the first one in the ring buffer is a low priority client,
 whose size is less than the new medium priority client, while the rest of the buffer is
 full and only consists of high priority clients. Thus terminating the low priority client
 would be premature and would just reduce the overall client satisfaction. The second
 pass will terminate lowest possible/permitted priority, if needed.


add


This function adds a client to the ring buffer. Its parameters are the client, a size and an
 optional start slot, which is handled as incanAccept. It returns nothing.


For new requests this function must not be called unlesscanAccepthas successfully
 been called, as it will unconditionally attempt to insert the client into the ring buffer,
 starting from start slot. An error is raised if the function reachescurrentSlot, or it reaches
 a time slot whose usedBytes equalskbpts, which indicates that the slot’s capacity has
 already been reached.


networkUpgrade


If the network capacity is increased, all reservations in the ring buffer will be finished
much faster than previously calculated. Thus the reservations should be recalculated
in order to make room in the ring buffer for more clients. No communication with
the clients is possible, therefore the start time for each reservation must be unchanged,
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 while each reservation will span less time slots. This may cause a heavily fragmented
 ring buffer, butcanAcceptcan handle that by inserting potential now requests into the
 empty slots.


networkDowngrade


When the network capacity is decreased, not only will the link be slower, but no traffic
 has been sent between the clients and the server in the interval between the primary
 link is down and before the backup link is up and running. The delay is dependent
 on the routing protocol used, see Section 4.2.1 for a discussion on how to minimize
 the delay when using OSPF. Moreover, TCP will perform exponential backoff when no
 ACKs are received, thus it will not immediately resume the transfer when the backup
 link is up and running. The estimated bytes dropped must be added to the rest size of
 each reservation, but only if the reservation had started, because future requests have
 not experienced dropped packets.


As the capacity is reduced, the reservations must be recalculated and some of them
 must likely be removed. This is easily done by creating a list of all clients with their
 start slot and bytes left, where the clients are listed in the order the were added to the
 ring buffer. Then for each client, oldest first, callcanAcceptand if a positive answer, then
 addit to the ring buffer. Clients which are rejected bycanAcceptcan not be informed that
 they are rejected, as Web Services has no feedback mechanism, but the requests will be
 stopped by the EP.


3.5.4. QoSbroker


This is the main class, though it has little functionality. It holds the ring buffer object,
 starts the network info update process, and it provides the handleRequest function,
 which mainly is a wrapper around the ring buffer’s canAccept and add functions. If
 the optional Token Bucket mechanism below is implemented, then it will reside in this
 class.


network info updater


A process which will poll the ITR periodically to check for changes in the network
 topology. If the network capacity is increased, call the ring buffer’s networkUpgrade,
 while if decreased, call networkDowngrade. The polling should be done often, at least
 every second, to ensure that the broker swiftly adapts to network topology changes.


Token Bucket for small requests


A Token Bucket mechanism is often used when providing a limited resource, with burst
support. Only requests with small reply sizes are allowed to use the mechanism, as
a way to compensate for possibly uncertain bandwidth estimations and mitigate the
problem were tiny high priority requests will preempt any lower priority requests. If
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4. Implementation and Evaluation


In this chapter the implementation of the design from the previous chapter is presented,
 together with a discussion on implementation-specific limitations and how they were
 dealt with. Then follows the setup of the test bed and description of the tested Web
 Services. Finally, the results from the experimental evaluation are discussed.



4.1. Implementation


Python [60] was chosen as the programming language to implement the broker, because
 it is a powerful scripting language which allows rapid development of proof of concept
 implementations.


The broker was implemented as a DP with some functionality of a built-in EP, i.e.,
 preemption. Creating a complete EP is beyond the scope of this thesis. A broker object
 will exist to let the clients directly invokehandleRequestand then start according to the
 answer. Each client would be a python thread, using Python’s threading library [59].


Revoking of client’s access would be done by stopping the client’s thread.


4.1.1. Threading limitation


The majority of the code for the broker was already written when a major limitation
 with Python’s threading library [59] was discovered: a thread cannot be preempted or
 stopped, but can be controlled by setting a sentinel value. An example in pseudo code
 is given below, which shows the only way to stop a Python client using the threading
 module. One must call the client’s stopfunction, and then wait untildoSomething has
 finished.


c l a s s C l i e n t :


running = True
 func f o r e v e r :


while running == True :
 doSomething ( )
 func s t o p :


running = F a l s e


Lacking preemption violates the NNEC requirements, as discussed in Section 3.2.2.


Python’s lack of preemption support is not something new, as already in 2000 this was
requested as a feature [30]. There, Guido van Rossum, the original author of Python,
replied
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 a lock), what happens to the resource when the thread is killed?


The best idea I can come up with is to make it possible to send asynchronous
 exceptions to threads – but this doesn’t help for threads that are blocked in
 an I/O operation. That might be solved through sending signals, but that’s a
 Unix-only solution, and probably isn’t even consistent across different Unix
 thread implementations.


The discussion continues, though the signaling approach is abandoned as a cross-
 platform solution is required. In the end, van Rossum added the feature request to
 Python Enhancement Proposals number 42 [31], where it still remains after more than
 10 years have passed.


None of the clients invoking the broker would hold any locks, so the resource
 argument is moot for this implementation, though it is certainly something to consider
 in other projects. Many other programming languages support preempting threads.


For example, C via pthread_cancel [68] and Java [53] via its Thread library’s [55]


Stop function, though the latter is is deprecated [54]. In Java, all locks would be
 unconditionally released when calling the Stop function. C’s pthreads also supports
 clean up routines.


4.1.2. Partial solution


Following van Rossum’s suggestion of an «asynchronous exception to threads», Tomer
 Filiba implemented such an extension to the threading library [19]. Though still as
 van Rossum wrote, this will not work for threads which are blocked in I/O operations.


Unfortunately, the Web Service requests cause the threads to block while they wait for a
 reply, and even more unfortunate this can take a while because the network links used
 are very slow.


In contrast to the pseudo code in the previous subsection, the extension provides a
 possibility to stop any code which occurs outside the local scope in a thread. That is,
 code inside thedoSomethingfunction can be aborted, and thereby there is no need to
 wait for it to finish and then check the sentinel value.


Stopping threads by asynchronous exceptions was deemed sufficient to provide an
 experimental broker, and thus it was not rewritten in for instance C or Java.


Except for the issues with Python threads, the rest of the implementation was done
 according to the design.



4.2. Test setup


Two laptops were used for respectively client and broker, and the Web Services server.


The client and broker laptop ran FreeBSD 8.1 using Python 2.6.6. It had 4 GB RAM and
an Intel Core2 Duo T9600 CPU. This laptop is hereafter only referred to as the broker
laptop.
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Figure 4.1.: The testbed, showing the client and broker machine, connected to the server
 via the ITRs.


The server ran Ubuntu 10.04, with the Web Services deployed in GlassFish via
 NetBeans 8.6 using Oracle’s Java 1.6.0. It also had 4 GB RAM, but an Intel Core2 Duo
 T9550 CPU.


Figure 4.1 shows the four machines used in the testbed. Each laptop was directly
 connected with a network cable to a router. The network speed was 100 Mbit/s. The
 client IP address was 10.10.0.3 and router A’s IP was 10.10.0.1. Similarly, the servers IP
 was 10.10.100.3, and router B’s IP was 10.10.100.1.


It is assumed that the server providing the service has sufficient CPU and network
 resources to reply to a request in a timely manner, and therefore, the only bottleneck
 between the client and server is the link between the two tactical routers.


No network tuning were performed to either of the installations, they both ran with
 all default options, and their TCP congestion control algorithm was the default New
 Reno [20]. Both machines support SACK [48], which can improve throughput on links
 with high delay.


The ring buffer, as discussed in Section 3.5.3, was setup with 0.2 second time slots,
 and spanning 40 seconds, thus a total of 200 time slots.


4.2.1. Tactical router


Two machines were installed with Thales’ tactical router software, a modified Vyatta
 distribution, to provide a network topology with redundant paths, though with varying
 bandwidth. OSPF-MT was used as routing protocol, with the highest capacity link as
 the primary topology, and the slower one as secondary topology.


A HTTP daemon, from Script B.2.2, ran on router A to provide the Broker with
 topology information.


Physical link emulation


Using real radios was not an option, because the project was unable to procure
 radios for testing, but emulating slow radio links was considered sufficient, because
 bandwidth is easy to emulate correctly. Furthermore, using real radios might show
 buffer sizes or other properties which could be considered a reason to classify the thesis.


Bandwidths for two commonly used radios from Table 2.1 were chosen, namely a 300
 Kbit/s HB-UHF and a 16 Kbit/s UIDM.


The Vyatta routers were interconnected using 100 Mbit/s full-duplex switches, so in
order to behave like military radios, first and foremost the bandwidth must be severely
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Figure 4.2.: A HTTP transfer over the ITRs, where the primary link is disabled and then
 re-enabled.


reduced. See Figure 4.1 for the setup. Vyatta comes with a suitable command, tc,
 short for «traffic control», a command from the iproute2 [42] collection. The command
 tc enables varying types of queuing and bandwidth limitations. Script B.2.1 was
 used to limit the traffic for each link. As seen in the script, only packets whose
 destination is the client network, 10.10.0.0/24 and source is the Web Service server
 network, 10.10.100.0/24, and vice versa, have got bandwidth limitations. This is
 because otherwise too many OSPF packets would be delayed and then the routers
 would assume that the other router was dead. Not shaping traffic which originated
 at either Vyatta router and was sent to the other solved the problem, and can be viewed
 as if DiffServ was giving highest priority to OSPF packets.


The HTTP daemon was not only used for getting topology information, but also
 emulating loss of radio connectivity. When radio connectivity is lost, packets are just
 lost in the void and no feedback occurs. Connectivity was controlled withiptables[63],
 which blocked network traffic on the ITR both in, out and through an interface, that is
 packets originating, to, from, and forwarded by the router. Support for iptables was
 built into the HTTP daemon, providing new commands. The most commonly used
 were: flushIPTables, disablePrimary and enablePrimary.


Figure 4.2 shows an HTTP transfer from the server to the client, where the primary
link is disabled and later re-enabled. Notice that the transfer is stalled for a few seconds
when the primary link is disabled, before resuming transfer on the slower link. This is
in contrast to when the link is re-enabled, and the transfer speed increases without
having a pause first.
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 Hello – Dead Direction average max min std dev


10 – 40 Downgrade 33.13 35.96 31.15 1.60


Upgrade 13.11 15.00 9.41 1.90


1 – 3 Downgrade 2.83 3.22 2.48 0.20


Upgrade 4.55 6.38 2.33 1.29


Table 4.1.: OSPF upgrade and downgrade delay for 10-40 vs 1-3 Hello and Dead
 intervals.N= 10.


OSPF


It is important for the broker to be informed of network topology changes as soon
 as possible, because its decisions must be made on the present network topology.


Especially network downgrades are important, as bandwidth is then suddenly much
 more scarce, as seen in Figure 4.2.


Each router in an OSPF based network must periodically, default every 10 second,
 unicast to their directly connected neighbor routers that they are alive. This is done
 with a «Hello message». The same message is also sent to two multicast addresses,
 223.0.0.5 and 223.0.0.6, with a Time To Live (TTL) value of 1, to ensure that only routers
 on the same subnets receive the message. If a neighboring router has not received a
 Hello message in «Dead Interval», default 4 times the Hello interval, 40 seconds, it
 will recalculate the routing table without the failing adjacent router. It is important to
 set both the Hello and Dead interval to the same value on all routers in the network,
 otherwise the routing will be unstable.


Furthermore this leads to the expected time for the router to detect a link failure to
 be 3 x Hello interval + 0.5 Hello interval = 35 seconds. Minimum time is slightly more
 than 30 seconds and maximum is 40 seconds.


35 seconds is very long, and can easily be improved as discussed in [61] and [11], by
 reducing both the Delay and Hello intervals. While many modern routers supports a
 sub-second Hello interval, Vyatta supports neither sub-second Hello interval nor does
 OSPF support fractional intervals, thus in order to receive at least one Hello message in
 each Dead interval, the Dead interval must be 2 seconds or more.


In the setup, Vyatta was configured with a 1 second Hello interval and a 3 seconds
 Dead interval, and the difference in detecting network changes can be seen in Table 4.1.


1 second Hello interval was chosen because that was the minimum allowed, and
 3 second Dead interval because that would allow one Hello to be lost without
 prematurely re-routing and thus let the broker needlessly perform a downgrade.


Table 4.2 shows, as expected, that the average delay for the broker to detect a change
 in the routing table is lower when polling the ITR every 0.05 second versus every 0.5
 second. The downgrade delay is consistently lower for the most frequent polling, but
 the upgrade delay has a higher standard deviation. Measurements done with Script B.3.


In the evaluation the ITR was polled every 0.05 second.


When Vyatta detects a physical link change, e.g., someone pulls out a network cable,
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