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Abstract


A parameter dependent version of the Stokes Partial Differential Equation (PDE) is considered, with the goal
 of modelling flow in arbitrary pipe systems. The pipe systems are created from sub-domains called components
 or archetypes. The Stokes equation is solved locally on each archetype using a Mixed Finite Element Method
 (FEM) with quadrilateral Taylor-Hood elements, and the Galerkin Reduced Basis (RB) method is used with
 the Proper Orthogonal Decomposition (POD) algorithm to create a Reduced Order Model (ROM) for each
 archetype. The ROM approach reduces the complexity of the linear system governing each archetype from


∼ 104 degrees of freedom (dofs) to ∼ 50 dofs, thus the linear system can be solved for any new choice of
 parameters in real-time, with minimal loss of accuracy (∼ 10−3 measured in both the L2 norm and the H1
 semi-norm). When connecting two archetypes, a least-squares fit is performed on the solution at the outlet
 boundary nodes of the first archetype, and used as a lifting function for the following archetype inlet boundary.


The pressure of the preceding archetype is shifted to match the pressure at the inlet of the following archetype.


The approach is found to be very effective when considering complex pipe systems, with the relative change
 in volume flow from the first inlet to the final outlet staying below 10−3, even with systems consisting of up to
 30 components. The full system is usually solved in∼1 second, where an equivalent Full Order Model (FOM)
 would have more than 105 dofs. Especially constructing new complex systems is shown to be very efficient, as
 it only requires one to specify what components to use and the parameter values for those components.


One limitation of this approach is also discovered. When dealing with bifurcating pipes, there is no way to
 retroactively change the pressure gradient of the previous archetype, resulting in incorrect flow rates following
 the bifurcations. Thus this approach is limited to single-outlet systems. Click this linkto access the code.



Sammendrag


En parameteravhengig versjon av Stokes Partielle Differensialligning (PDE) undersøkes, med et m˚al om ˚a mod-
 ellere flyt i et villk˚arlig rørsystem. Rørsystemet bygges opp av subdomener kalt komponenter eller erketyper.


Stokes ligning løses lokalt p˚a hver erketype ved bruk av en Blandet Endelige Elementers Metode (FEM) med
 firkantede Taylor-Hood elementer, og Galerkins Reduserte Basis (RB) metode benyttes sammen med en algo-
 ritme for Ekte Ortogonal Dekomposisjon (POD) for ˚a lage en Redusert Ordens Modell (ROM) for hver erketype.


Bruken av ROM reduserer kompleksiteten til det lineære ligningssystemet som gjelder for hver erketype fra∼104
 frihetsgrader (dofs) til∼50 dofs, hvilket gjør at det lineære ligningssystemet kan løses for alle nye valg av pa-
 rametere i sanntid, med minimalt tap av nøyaktighet (∼10−3m˚alt i b˚adeL2norm ogH1 semi-norm). N˚ar to
 erketyper sammenkobles, gjøres en minste-kvadrats tilpasning p˚a løsningen i rand-nodene ved utløpet til den
 første erketypen, som igjen benyttes som løfte-funksjon for den etterfølgende erketypens innløpsrand. Trykket
 i den første erketypen løftes slik at det sammenfaller med trykket ved innløpet til den etterfølgende erketypen.


Denne fremgangsm˚aten viser seg ˚a være veldig effektiv n˚ar komplekse rørsystem undersøkes, med en relativ
 endring i volumstrøm fra første innløp til siste utløp p˚a under 10−3, selv i systemer konstruert fra opp til 30
 komponenter. Det fulle systemet lar seg typisk løse p˚a∼1 sekund, hvor en ekvivalent Full Ordens Modell (FOM)
 ville hatt over 105dofs. Særlig det ˚a konstruere nye komplekse systemer viser seg ˚a være veldig effektivt, da det
 kun krever at en spesifiserer hvilke komponenter som skal brukes og parameterverdiene for disse komponentene.


En begrensning med denne fremgangsm˚aten blir ogs˚a oppdaget. N˚ar en benytter forgrenende rør, s˚a er
 det ingen mulighet for ˚a retroaktivt endre trykkgradienten til den foreg˚aende erketypen, noe som resulterer
 i uriktige flyt-rater etter forgreningen. Dermed er fremgangsm˚aten begrenset til rørsystemer med ett utløp.


Trykk p˚a denne lenkenfor ˚a f˚a tilgang til all kode.
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Nomenclature


(u, p) The solution pair: Velocity and pressure
 3·Nr The dimension of the RB space


[Bx, By] The divergence matrix of dimensionNp×(2·Nu), constructed from the bilinear formsbx(·,·).by(·,·)
 Ω¯ The closure of Ω, that is ¯Ωi= Ωi∪Γi,I∪Γi,W ∪Γi,O


ΦΩi(x, y,µi) The parametric map from the initial geometrical configuration archetypeito geometrically altered
 archetypei


g The function describing the boundary datum,g= [gx, gy]T
 JΦ The Jacobian of the parametric mapΦΩi(x, y,µi)


n The outwards-pointing normal vector


ph The high-fidelity discrete approximation to the velocity
pr The reduced order discrete approximation to the pressure
ux,h The high-fidelity discrete approximation to thex-velocity
ux,r The reduced order discrete approximation to thex-velocity
uy,h The high-fidelity discrete approximation to they-velocity



(10)uy,r The reduced order discrete approximation to they-velocity


∆ The Laplace operator, ∆ = ∂x∂22
 1


+· · ·+∂x∂22
 n


δij The Kronecker delta


∂


∂xi The partial differential operator


Γj,I The inlet boundary of archetypej. Non-homogeneous Dirichlet
 Γj,O The outlet boundary of archetypej. Homogeneous Neumann
 Γj,W The walls boundary of archetypej. Homogeneous Dirichlet
 γx,q(µ) The affine function ofbx,q(·,·)


γy,q(µ) The affine function ofby,q(·,·)
 Mh The set of all high-fidelity solutions
 P The set of all possible input parameters
 Q The pressure space,Q=L2(Ω)


Qh A finite-dimensional subspace ofQ
 Th The partition ofVh


V The velocity space,V = [HΓ1D(Ω)]2
 Vh A finite-dimensional subspace ofV
 µi The parameter vector of archetypei


µg The geometric parameters inµi, that is the parameters that affect the geometry of archetype i


∇ The Nabla operator,∇= [∂x∂


1, . . . ,∂x∂


n]T
 Ωi The domain of archetypei


ψi One of the right-singular vectors of the snapshot matrix
 ψi The i-th basis function of the spaceVh


R The real numbers


σi One of the singular values of the snapshot matrix
 σ2i One of the eigenvalues of the correlation matrix
 θq(µ) The affine function ofaq(·,·)


εPOD The tolerance for the error of the reduced basis solution
 ϕi The i-th basis function of the spaceQh


ζi One of the left-singular vectors of the snapshot matrix


A The stiffness matrix of dimensionNu×Nu, constructed from the bilinear froma(·,·)



(11)a(·,·) One of the bilinear forms of the Galerkin formulation
 aq(·,·) the q-th integral of the bilinear forma(·,·)


bx(·,·) One of the bilinear forms of the Galerkin formulation
 by(·,·) One of the bilinear forms of the Galerkin formulation
 bx,q(·,·) theq-th integral of the bilinear formbx(·,·)


by,q(·,·) theq-th integral of the bilinear formby(·,·)
 C The correlation matrix


f The function describing the source term


K The total number of elements, the cardinality ofTh
 Lp The Lebesgue space of orderp


Nn The number of snapshots/solutions chosen fromMh


Np The dimension of the spaceQh


Nu The dimension of the spaceVh


q Any test function inQ


Q2/Q1 The quadrilateral Taylor-Hood element with a biquadratic velocity basis and a bilinear pressure basis
 Qa The number of integrals making up the bilinear forma(·,·)


Qb The number of integrals making up the bilinear formb(·,·)
 qh Any test function inQh


rgx Thex-component of the lifting function, rgx=µagx(µg) on ΓI, 0 else
 rgy They-component of the lifting function,rgy=µagy(µg) on ΓI, 0 else
 S=UΣZT The Singular Value Decomposition of the snapshot matrix
 S The snapshot matrix of dimensionNh×Nn


v Any test function inV
 vh Any test function inVh


W1,2=H1=V The Sobolev space of interest
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1 Introduction


The use of computer simulations in the early stages of engineering projects is by 2021 the standard in almost
 any project. It saves plenty of resources to first construct a digital model before developing any prototypes.


However, especially in large-scale projects, constructing these digital models can be very time-consuming [1].


First it is necessary to create a discrete representation of the desired system, which also captures its essential
 properties. This requires one to create gigantic meshes, which is then used to approximate the behaviour of the
 system according to either one or several governing partial differential equations (PDEs) [2]. To obtain accurate
 approximations, one needs to solve a large system of equations, typically with millions of degrees of freedom
 (dofs). In addition, these problems typically depend on several different parameters, such as heat conductivity,
 pressure, the geometrical structures of the system, and so forth. Naively one would have to re-solve the problem
 every time a parameter is changed, or even reconstruct the entire mesh if the parameter affects the geometry
 of the system.


This is where the concept of Reduced Order Modelling (ROM) comes into play. The idea is to reduce the
 complexity of the Full Order Model (FOM) such that for any new parameter value, the problem can be solved
 much more efficiently with a only a slight decrease in accuracy. Essentially the system of equations is rewritten
 in such a way that it only depends affinely on the parameters, as well as reducing the complexity of the system
 with techniques such as Proper Orthogonal Decomposition (POD). This ensures minimal loss of accuracy, and
 enables the user to solve the reduced system in real-time for any new choice of parameters.


Since ROM enables the user to solve complex parameter-dependent PDEs in real-time, the method is utilized
 in a variety of problems, such as PDE-constrained optimization, optimal control problems, and inverse prob-
 lems [3]. Such problems arise in (but not limited to) fluid mechanics [2], neuroscience [4], renewable energy [5],
 neural networks [6] [7], chemical engineering [8], and digital twins [9]. In this thesis we will focus on the use of
 ROM in the field of digital twins.


A digital twin is in many ways similar to the digital models used in prototype development. But unlike a
 digital prototype, the purpose of a digital twin is to monitor and control the behaviour of the asset or system
 it represents in real-time. There are mainly two types of digital twins: physics-based and data-driven [10].


However the two can also be combined in many different ways, commonly referred to as a hybrid twin [11]. In
 a data-driven twin, different sensors capture changes in the real world system, and the digital twin is updated
 accordingly. If the digital twin is physics-based, it is governed by one or several parameter-dependent PDEs,
 and the digital twin can be controlled by changing these parameters. In this thesis we will focus on a purely
 physics-based twin.


One of the main advantages of a digital twin compared to similar monitoring systems is its adaptability.


Consider a situation where multiple similar assets needs monitoring. Even if the assets initially are almost
 identical from a manufacturing point of view, the wear and tear of time will require all sorts of repairs and
 component changes. A single static monitoring system will fail to capture the unique changes in the properties
 of each asset, resulting in sub-optimal control of the assets. However with a digital twin system, the unique
 changes in each asset could be accounted for, ensuring optimal control of each asset.


There are however some challenges that comes with the use of a digital twin [12]. Maintaining the digital
twin of just one asset can be comprehensive, where for example extensive structural damage or changes in
the asset could require one to rebuild the entire mesh. This may prove to be too time-consuming in larger
systems with hundreds of physical assets [13]. To simplify the management of all the unique digital twins, a
component-based approach can be used. Instead of representing each asset as one unique complete model, each
model is constructed from a library of components called archetype components. Each archetype component
can be altered by adjusting several local parameters, to change its geometrical shape and inherent properties.



(13)For each archetype, a ROM is created, and thus the governing PDEs can be solved locally on each archetype in
 real-time given any choice of parameters. Thus, if a part of the real asset gets damaged or replaced, one would
 simply update or replace the corresponding archetype component on the digital twin. Essentially each digital
 twin is constructed as a combination of flexible LEGO-blocks.


In this paper we will investigate the use of component-based ROM to construct arbitrary systems of pipelines,
 where the pipe-flow is governed by the Stokes-equation [14] [15] [16] [17]. To construct the ROMs, the Galerkin
 Reduced Basis (RB) method will be used. This involves computing a number of high-fidelity approximations
 for a small set of possible parameter values using the FOM, called snapshots. These snapshots are then used
 to create a much less complex model, the ROM, while still maintaining high accuracy.


Following the introduction, the second section provides a brief introduction to the most essential underlying
 mathematical concepts. Using the Poisson equation as an example, we introduce the weak formulation, the
 Lax-Milgram Theorem for uniqueness and stability, and the Finite Element Method (FEM). We then show how
 to create a ROM using the Galerkin RB method and the Proper Orthogonal Decomposition (POD) algorithm.


In the third section we introduce the problem at hand. We show how the Stokes equation relates to the
 Navier-Stokes equation, and obtain the weak formulation of our specific problem. We then introduce the Taylor-
 Hood element, a special class of elements well suited for mixed FEM problems. After defining the basis functions
 and presenting the Gaussian quadrature used for numerical integration, we utilise theory and concepts from
 Section 2 to discretize the equation. The uniqueness and stability of the resulting linear system is discussed, and
 the Ladyzhenskaia-Babuˇska-Brezzi (LBB) inf-sup condition is introduced. Finally we reduce the linear system
 and obtain the ROM.


All the archetypes are presented in the fourth Section, along with their parameters, lifting functions, affine
 functions and bilinear forms. Our approach for connecting the archetypes are discussed in Section 5, before we
 present the results and some noteworthy observations in Section 6.



2 Underlying mathematical concepts


The construction of a digital twin relies on several mathematical concepts. The physics of the model are based
 on solving discretized PDEs; we assume that the reader has a conceptual understanding of said PDEs. In
 the first subsection we introduce some important definitions from functional analysis, which are used frequently
 throughout this paper. In the second subsection we introduce the most common approach for discretizing PDE’s,
 the Finite Element Method (FEM). The method is explained by using the rather trivial Poisson equation as
 an example. In the final subsection we introduce the Galerkin Reduced Basis (RB) method and show how to
 construct the ROM from the FOM using Proper Orthogonal Decomposition (POD).



2.1 Function spaces


In this section we will introduce some useful concepts from functional analysis. This is necessary to understand
 the techniques used in the FEM.


For convenience sake, we will only consider the real numbers. Let Ω be our domain of interest, Ω⊂Rn. A
 functionu: Ω7→Ris defined to be integrable if its integral converges absolutely, i.e.


Z


Ω


|u|dΩ<∞. (2.1)



(14)Forp≥1, define the space of p-integrable functions as
 Lp(Ω) :=n


u: Ω7→R;
 Z


Ω


|u|pdΩ<∞o


, (2.2)


i.e. the space of all functions that maps from Ω to R given that the integral of its p-th power converges
 absolutely [18]. It can be proven thatLp is a complete space for eachp∈[1,∞] [19]. In the special case where
 p= 2,L2(Ω) is associated with an inner-product and the induced norm


hu, viL2=
 Z


Ω


uv dΩ, ||u||L2 =hu, ui1/2L2 =Z


Ω


u2dΩ1/2


. (2.3)


L2(Ω) is thus a complete inner product space, also known as a Hilbert space. It can be shown that it is also
 the only Hilbert space among all theLp-spaces [20]. From this we can define the Sobolev spaceWk,p(Ω), with
 p= 2:


Wk,2(Ω) :=n


u∈L2(Ω);Dαu∈L2(Ω),∀|α| ≤ko


, Dαu= ∂|α|u


∂xα11. . . ∂xαnn


, |α|=


n


X


i=1


αi, (2.4)
 i.e. one requires that all partial derivatives ofuup to orderkisp-integrable. Forp= 2, the notationWk,2=Hk
 will be used. In the problem considered later in this thesis, only first-order derivatives are needed, that isk= 1:


W1,2(Ω) =H1(Ω) :=n


u∈L2(Ω);∇u∈L2(Ω)o


. (2.5)


This is indeed also a Hilbert space, with the inner-product and norm
 hu, viH1=


Z


Ω


uv+∇u∇v dΩ, ||u||H1 =hu, ui1/2H1 =Z


Ω


u2dΩ+


Z


Ω


|∇u|2dΩ1/2


= ||u||2L2+|u|2H1


1/2
 , (2.6)
 where |u|H1 is known as theH1 semi-norm. Finally, let ΓD be the part of the boundary of Ω with Dirichlet
 boundary conditions, i.e. u|ΓD = g, whereg is some function or constant describing the Dirichlet boundary
 condition. DefineHΓ1


D(Ω) as


HΓ1


D(Ω) :=n


u∈H1(Ω);u|ΓD =go


, (2.7)


that is the space of functions inH1 with known values on the Dirichlet part of the boundary. H1(Ω) andL2(Ω)
 are the spaces of interest throughout the rest of this thesis.



2.2 Finite Elements, the Galerkin projection


In this section we will give a summary on the basics of the FEM; see [21] and [22] for a much more thorough
 introduction.


2.2.1 Weak formulation


Letu∈ V =HΓ1D, withHΓ1D as defined in the previous section. Consider a rather simple example, the Poisson
 equation with homogeneous Dirichlet boundary conditions (that isg= 0, u|ΓD = 0):


(−∆u=f in Ω,


u= 0 on ΓD. (2.8)



(15)First one must obtain the variational formulation of the equation. This is done by multiplying the equation
 with a test functionv∈ V, and integrating over the domain [23].


−
 Z


Ω


∆uv dΩ =
 Z


Ω


f v dΩ. (2.9)


The resulting equation can then be simplified by applying Greens first identity:


−
 Z


Ω


∆uv dΩ =
 Z


Ω


∇u∇v dΩ−
 Z


ΓD


(∇u·n)v dΓD=
 Z


Ω


f v dΩ. (2.10)


Forv∈ V,v= 0 on ΓD, and the boundary integral disappears. Thus one is left with
 Z


Ω


∇u∇v dΩ =
 Z


Ω


f v dΩ. (2.11)


The resulting equation is known as the weak formulation of the PDE:


Findu∈ V, such that a(u, v) =f(v) ∀v∈ V, where
 a(u, v) =


Z


Ω


∇u∇v dΩ =
 Z


Ω


f v dΩ =f(v). (2.12)


2.2.2 Uniqueness and stability


Before we look for the solution of the weak form obtained above, we want to know if the solution (if it exists)
 is unique, and if the solution depends continuously on the data (f(v)). For strongly coercive problems such as
 the Poisson equation, the Lax-Milgram theorem is sufficient to prove both of these properties:


Theorem 2.1 (Lax-Milgram Theorem). LetV be a Hilbert space and a(·,·)a bilinear form onV, which is


• Boundedness: |a(u, v)| ≤CkukVkvkV, ∀u, v∈ V.


• Coercivity: a(u, u)≥ckuk2V, ∀u∈ V.


Then, for anyf ∈ V0, there is a unique solution u∈ V to the equation
 a(u, v) =f(v), ∀v∈ V,


which satisfies the stability estimate
 kukV≤ 1ckfkV0.


We will now use the variational formulation found above and Theorem 2.1 to prove the uniqueness of the
 solution to the Poisson equation, while simultaneously obtaining an estimate for the stability of the solution.


Proof. We first consider the boundedness of the Poisson equation. Using the Cauchy-Schwarz inequality, we
 obtain


|a(u, v)|=
 Z


Ω


∇u∇vdΩ≤ k∇ukL2k∇vkL2. (2.13)
 Note that


kuk2H1 =kuk2V=kuk2L2+k∇uk2L2⇒ kuk2V≥ k∇uk2L2, (2.14)



(16)thus


|a(u, v)| ≤ k∇ukL2k∇vkL2 ≤ kukVkvkV. (2.15)
 Thus the Poisson equation is bounded. To show coercivity, we write the norm as a sum of two halves, and use
 the Poincar´e inequality:


a(v, v) =
 Z


Ω


|∇v|2dΩ =k∇vk2L2 = 1


2k∇vk2L2+1


2k∇vk2L2≥ 1


2C2kvk2L2+1


2k∇vk2L2. (2.16)
 Now letβ= min{2C12,12}. Then


a(v, v)≥ 1


2C2kvk2L2+1


2k∇vk2L2 ≥β


kvk2L2+k∇vk2L2





=βkvk2H1 =βkvk2V. (2.17)
 Thus by Theorem 2.1, there exists a unique solution u∈ V to the Poisson equation , that also satisfies the
 stability estimate


kukV≤ 1


βkfkV0. (2.18)


2.2.3 The Galerkin projection


With the weak formulation as above, the next goal is to discretize the domain in question so that u can be
 approximated as the solution of a linear system. This is done by considering a discrete subspace ofV, that is
 Vh⊂ V. This gives us the Galerkin equation, or the Galerkin formulation:


Finduh∈ Vh, such thata(uh, vh) =f(vh) ∀vh∈ Vh. (2.19)
 Since the functionsuh, vh now are members of the finite dimensional spaceVh, they can be expressed as linear
 combinations of some basis for said space:


uh=


Nh


X


j=1


u(j)h ϕj, vh
 Nh


X


i=1


v(i)h ϕi, (2.20)


where span(ϕi)Ni=1h =Vh, dim(Vh) =Nh. Inserted into the Galerkin formulation we get
 a(uh, vh) =


Nh


X


j=1
 Nh


X


i=1


u(j)h v(i)h a(ϕj, ϕi) =f(vh) =


Nh


X


i=1


vh(i)f(ϕi), (2.21)
 which can be rewritten as a linear system of equations:


vThAhuh=vThfh, (Ah)i,j=a(ϕj, ϕi), (fh)i=f(ϕi). (2.22)
 The Galerkin formulation requires this to hold for allvh∈ Vh, which implies that


Ahuh=fh. (2.23)


The matrixAh is typically referred to as thestiffness matrix, and its construction, as well as the construction
offh, is discussed in the upcoming section.



(17)2.2.4 The Finite Elements method


The FEM is a process for constructing discrete subspaces such asVh. These are referred to as Finite Element
 (FE) spaces. The construction of such space is characterized by three basic aspects, known as (FEM 1), (FEM
 2), and (FEM 3) [24] [22].


(FEM 1) A partitionTh, with |Th|=K (the cardinality ofTh isK), is established over the setΩ, i.e. the¯
 set Ω¯ (the closure of Ω) is divided into K subsets, called finite elements, El, in such a way that the following
 properties are satisfied [24]:


(i)


K


S


l=1


El= ¯Ω.


(ii) For eachEl∈ Th the setElis closed and the interior ˙Elis non-empty.


(iii) For each distinctEl, Em∈ Th, the intersection of their interior is empty, ˙El∩E˙m=∅.


(iv) For eachEl∈ Th, the boundary∂El is Lipschitz-continuous.


(FEM 2) Let P be a finite-dimensional space of functions (typically polynomials) on Th(the space of shape
 functions). This is key to the convergence of the method, as well as it simplifies the construction of the linear
 system [24].


(FEM 3) Finally, let N be a canonical basis for P0, whose corresponding basis functions have ”small”


support, and which are easily described [24].


Then (Th,P,N) is called a finite element. The importance of these three basis aspects will become apparent
 in the following example problem. Let’s once again consider the Poisson equation. Let Ω⊂R2, and let it be
 divided intoKelementsEl, so that


K


S


l=1


El= ¯Ω. Consider for the sake of simplicity the elements to be triangular,
 with bilinear basis functions (later in this paper we use theQ2/Q1Taylor-Hood element, a quadrilateral element
 with biquadratic and bilinear basis functions). To each element we associate three nodes, one in every corner
 of the element: (xi, yi),(xj, yj),(xk, yk). To each node we associate one basis functionϕi(xm, ym) =δim, where
 δimis the Kronecker delta:


δim=


(1 if m=i,


0 if m6=i. (2.24)


This also ensures that the basis functions have compact support. With bilinear basis functions, the basis
 functions vary linearly between 1 and 0 with respect to each variable, ϕi(x, y) = Ci +Cxix+Cyiy. The
 coefficients of the basis functions can then be determined by solving the linear system








1 xi yi


1 xj yj


1 xk yk












 Ci
 Cxi
 Cyi





=






 1
 0
 0





,


and similarly for j and k, replacing the right hand side with [0,1,0]T, [0,0,1]T respectively. Thusa(ϕl, ϕm)
 can be calculated for all nine pairs l, m=i, j, k, and added to (Ah)l,m. This is then repeated for all of theK
 elements. For the Poisson equation we get


a(ϕl, ϕm) =
 Z


E


∇ϕl∇ϕmdE=
 Z


E


CxlCxm+CylCymdE= (CxlCxm+CylCym)Area(E), l, m=i, j, k. (2.25)



(18)A similar procedure is used for constructing fh. Every element adds three contributions to fh, one for each
 node. In the Poisson example we get


f(ϕm) =
 Z


E


f ϕmdE=
 Z


E


f(Cm+Cxmx+Cymy)dE, m=i, j, k. (2.26)
In this simple case there are only constant terms in the integrand of a(ϕl, ϕm), making the solution easy to
compute analytically. When this is not the case, as withf(ϕm), the integral can be solved with some numerical
integration method. After the assembly ofAhandfh, the system can be solved directly with any solver.



(19)
2.3 Galerkin Reduced Basis method


Let us now consider some arbitrary second order PDE, with parametric dependence. Let µ be the input-
 parameter vector, and P be the set of all possible input parameters, so that µ ∈ P [3]. The problem can
 be solved in the same manner as in the previous section, although this is highly unpreferable. If one of the
 parameters is changed, it would affect the stiffness matrix which would have to be recalculated. The domain Ω
 could also depend on any number of parameters, and changing one of these would require one to redo the entire
 procedure from scratch.


2.3.1 Affine parametric dependence


Denote by ˜Ω(µg) a domain with parametric dependence, withµg as a vector of geometrical parameters. It is
 then convenient to reformulate and solve the PDE on some reference domain which is independent ofµg. The
 solution can then be mapped back to the original domain after it is found [25].


Let Ω = ˜Ω(µrefg ) be the reference domain, with µrefg as some fixed reference parameters. Assume also that
 the PDE have been reformulated to match the reference domain. Then we can find the weak formulation of
 the PDE in a very similar manner as in Section 2.2.1. Let V(Ω) be some suitable Hilbert space (typically
 V(Ω) =HΓ1


D(Ω) is sufficient). Letu(µ), v∈ V be the parameter-dependent function of interest, and some test
 function. Then the weak formulation reads:


Given µ∈ P, Findu(µ)∈ V, such that


a(u(µ), v;µ) =f(v;µ) ∀v∈ V, (2.27)


wherea(·,·;µ) is called theparametrized bilinear form, andf(·;µ) the parametrized linear form. Following the
 procedure in Section 2.2.2, we arrive at the linear system


Ah(µ)uh(µ) =fh(µ). (2.28)


Note that both the stiffness matrix Ah(µ) and fh(µ) are parameter dependent, meaning they must be recon-
 structed for every new choice ofµ. However, this can be avoided if one makes theaffine parametric dependence
 assumption. That is, one assumes thata(·,·;µ), f(·;µ) are affine, or separable, with respect to µ:


a(·,·;µ) =


Qa


X


q=1


θq(µ)aq(·,·),


f(·;µ) =


Qf


X


q=1


γq(µ)fq(·).


(2.29)


Here θq, γq are functions mapping fromP to R. The bilinear and linear forms are written as sums since they
 could consist of multiple integrals. If we now follow the procedure from Section 2.2.2, this property will carry
 over to the linear system.


Ah(µ)uh(µ) =fh(µ),
 Ah(µ) =


Qa


X


q=1


θq(µ)Aqh,


fh(µ) =


Qf


X


q=1


γq(µ)fhq.


(2.30)



(20)Thus, there is no longer a need to reconstruct the matrices and vectors Aqh, fhq when changing parameters.


Equation 2.30 is known as the FOM.


2.3.2 Reduced Basis methods


The the goal of any RB method is to exploit theµ-dependence of the solutions by projecting the problem onto
 a much smaller subspaceVr ⊂ Vh, NrNh. In this paper we use Proper Orthogonal Decomposition (POD)
 to generateVr, a method known as Principal Component Analysis (PCA) in multivariate statistics [26] [27].


LetMh be the set of all FOM solutions, that is
 Mh:=n


uh(µ)∈ Vh;µ∈ Po


⊂ Vh. (2.31)


The idea is then that anyuh(µ) can be approximated well with linear combinations of just a few elements in
 Mh. This is done by first selecting a few elements fromMh, that is{uh(µ1), . . . ,uh(µNn)}. These are known
 as snapshots. Here{µ1, . . . ,µNn} ⊂ P is a small set of uniformly selected parameters, although these can be
 chosen in many different ways [28]. It is important to include the minimum and maximum value for each of the
 parameters in these snapshots to avoid extrapolation. The snapshots are then used to form a snapshot matrix,
 S∈RNh×Nn, and its Singular Value Decomposition (SVD) is computed [29]:


S=UΣZT, (2.32)


U =


ζ1|. . .|ζNh


∈RNh×Nh,
 Z=


ψ1|. . .|ψNn


∈RNn×Nn,
 Σ = diag(σ1, . . . , σNn)∈RNh×Nn,


(2.33)


whereζi are the left-singular vectors of S,ψi are the right-singular vectors of S, and σi are the singular values
 of S,σ1≥ · · · ≥σNn. Note that bothU and Z are orthonormal matrices. Then we can write


Sψi=σiζi and STζi=σiψi i= 1, . . . , Nn, (2.34)
 or equivalently


STSψi=σi2ψi i= 1, . . . , Nn. (2.35)
 Thus σ2i is the eigenvalues of the matrix STS in a non-increasing order. The matrix C =STS is known as
 thecorrelation matrix. Note that the correlation matrix is equivalent to the discreteL2 inner product of the
 snapshots, that is (C)i,j =uTi uj. One could consider using different inner products to define the correlation
 matrix, such as in [30]. The POD basis of any dimension N ≤Nn is then defined as the first N left-singular
 vectorsζ1, . . . ,ζN ofS, or equivalently


ζj = 1
 σj


Sψj j= 1, . . . , N, (2.36)


whereψj is the firstN eigenvectors of the correlation matrixC. This basis is by construction orthonormal. In
 addition, the error of the POD basis can be calculated as


E(ζ1, . . . ,ζN) =


Nm


X


i=N+1


σ2i, (2.37)



(21)that is the sum of the eigenvalues omitted from the POD basis. This can be used to estimate the error of our
 ROM solution compared to the FOM solution. Say we want the average error to stay below a certain threshold,
 εPOD. It is then sufficient to choose the smallestN such that


N


X


i=1


σ2i
 ,Nm


X


j=1


σj2≥1−ε2POD. (2.38)


Denote this N as Nr, the dimension of our RB space. The RB matrix V can then be constructed as V =
 |ζ1|, . . . ,|ζNr|


∈RNh×Nr, whereNrNh. Once the matrixV is constructed, the FOM (equation (2.30)) can
 be projected onto our RB space:


VTAh(µ)V =


Qa


X


q=1


θq(µ)VTAqhV =


Qa


X


q=1


θq(µ)Aqr=Ar(µ)∈RNr×Nr,


VTfh(µ) =


Qf


X


q=1


γq(µ)VTfhq =


Qf


X


q=1


γq(µ)frq =fr(µ)∈RNr,


(2.39)


see Figure 1. Thus we are left with the reduced linear system, referred to as the ROM:


Ar(µ)ur(µ) =fr(µ). (2.40)


The reduced solutionuN(µ) can then be projected back onto the high-fidelity space for visualization:


uh(µ) =Vur(µ). (2.41)


Thus we have succeeded in reducing the original problem from a Nh×Nh linear system, to aNr×Nr linear
 system. The error will then typically stay below εPOD, although for a new set of parameters one must expect
 some added inaccuracies [31]. TypicallyNh≥104, 10≤Nr ≤30, and the ROM can be solved in a fraction of
 the time it takes to solve the FOM [32].


Figure 1: The transformation fromAh toAr. Illustration from page 628 of [27].



(22)
3 Navier-Stokes and Stokes equation


We will now turn to the problem of interest, fluid flow in a system of pipes. First we will look at how the
 Stokes equation relates to the Navier-Stokes equation for incompressible Newtonian fluids. Let Ω ⊂R3, with


∂Ω = ΓD∪ΓN where ΓD,ΓN is the part of the boundary with Dirichlet and Neumann boundary conditions,
 respectively. The strong form of Navier Stokes equation can then be derived from Newtons 2nd law and the
 law of mass conservation:























∂u


∂t + (u· ∇)u=−∇p+ν∆u+f in Ω×(0, T) (Newtons II law),


∇ ·u= 0 in Ω×(0, T) (Mass conservation),


u=g on ΓD×(0, T),


−pn+ν(∇u)·n=0 on ΓN×(0, T).


(3.1)


Here u= [ux, uy, uz]T is the fluid velocity, pis the internal pressure force, f are the external forces, g is
 some function describing the boundary datum, nis the outer normal vector, andν is the kinematic viscosity.


The first and second equations are known as the momentum balance equation and the continuity equation,
 respectively. In addition to assuming incompressibility, we will now make several important assumptions to
 simplify the problem:


• Stationarity: ∂u∂t =0.


• No external forces: f =0.


• Linearity: (u· ∇)u=0.


Note that we will work inR2, thus also neglecting gravity as an external force. To justify the linearity assumption
 we assume that the velocitiesuare small compared to the viscosity termν. Thus, we are left with the following
 simplified equation, the strong form of the (stationary and incompressible) Stokes equation:

















ν∆u− ∇p=0 in Ω,


∇ ·u= 0 in Ω,
 u=g on ΓD,


−p·n+ν(∇u)·n=0 on ΓN.


(3.2)


We will now use equation 3.2 to define the specific problem we intend to investigate, and obtain its weak
formulation as in Section 2.2.1.
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3.1 Setting up the problem


Consider an arbitrary domain Ωsys⊂R2, where Ωsys represents some complete system of pipes. LetAbe the
 set of all pipe-sections or sub-domains Ωi necessary to construct any arbitrary pipe-system Ωsys. Thus any
 specific pipe-system can be constructed as the union of a select few elements ofA, see Figure 2. We will refer to
 the elements ofAas archetype components, and the set of necessary archetype components to construct Ωsys
 as Asys ⊂ A. Next, we introduce some local geometrical parameters for each archetype, that is Ωi = Ωi(µg).


These parameters alter the initial geometry of the archetype through some geometrical transformation, allowing
 us to change each archetype into the desired shape. We design these parameters in such a way that setting
 all geometrical parameters to zero yields the initial geometry of the archetype: we will refer to this choice of
 parameters as the initial parameters. Note that the geometrical parameters µg also affects the boundaries of
 each archetype. Let Γi,I(µg),Γi,W(µg),Γi,O(µg) denote the inlet, walls, and outlet of archetypei, respectively.


That is


Ω¯i(µg) = Ωi(µg)∪∂Ωi(µg) = Ωi(µg)∪Γi,I(µg)∪Γi,W(µg)∪Γi,O(µg). (3.3)
 Note that connecting two archetypes will leave one overlapping boundary, that is the outlet and inlet of two
 adjacent archetypes:


∂Ωi∩∂Ωj= Γi,O= Γj,I, for Ωi,Ωj adjacent. (3.4)
 To avoid this overlap, we remove the inlet boundary of every archetype following the first archetype in the
 system. Hence, we should be able to construct the geometry of any given pipe-system as


Ω¯sys= [


Ωi∈Asys


Ω¯i(µg)\Γi,I(µg), unless Ωi is the first archetype. (3.5)


Note thatAsyscan contain multiple of the same archetypes as in Figure 2. Let the velocity space be defined as
 V = [HΓ1


D(Ω)]2 and the pressure space asQ=L2(Ω). We seek the local solution pair (ui, pi)∈ V × Qon each
 archetype Ωi, from which we can hopefully obtain the global solution pair on any arbitrary pipe-system Ωsys:


(usys, psys) = [


Ωi∈Asys


(ui, pi)
 Ω¯


i\Γi,I, unless Ωi is the first archetype. (3.6)



(24)Figure 2: An example of a small pipe system consisting of three components, where two of the components are
 created from the same archetype.


3.1.1 Boundary conditions


Now that the geometry of any pipe-system can be constructed, the next issue we need to address is the boundary
 conditions. To impose the no-slip condition, we require that the velocity is zero on the walls of the archetype
 components, that is u|ΓW = 0, or homogeneous Dirichlet boundary conditions on ΓW. At the inlet of each
 archetype we assume that the velocity profile has a parabolic shape, where the amplitude of the parabola
 is given by µa. Note that since the inlet boundary depends on µg, so will the inlet velocity parabola. Thus
 u|ΓI=µag(µg), or non-homogeneous Dirichlet boundary conditions on ΓI. Finally we leave the outlet boundary
 as is, that is imposing a homogeneous Neumann condition on ΓO.


Finally we address the non-homogeneous Dirichlet boundary in standard fashion, by writinguas the sum of
 its homogeneous partu0and a lifting vector functionrg∈[HΓ1


D(Ω)]2, that isu=u0+rgwhererg|ΓI =µag(µg)
 (and u0|ΓI = 0). Note that the lifting function does not have support on ΓO, that is rg|ΓO = 0. Hence we
 arrive at the strong form of the Stokes equation for each archetype:





























ν∆u0− ∇p=−ν∆rg in Ωi(µg),


∇ ·u0=−∇ ·rg in Ωi(µg),
 u0=0 on ΓI(µg)∪ΓW(µg),
 rg =µag(µg) on ΓI(µg),


−pn+ν(∇u0)·n=0 on ΓO(µg).


(3.7)



(25)3.1.2 Weak form


Consider the two previously defined spaces V = [HΓ1


D(Ω)]2,Q = L2(Ω). Let v, q be test functions belonging
 to said spaces, v ∈ V, q ∈ Q. Similar to what we did in section 2.2.1, we obtain the weak formulation by
 multiplying the momentum balance equation with v and the continuity equation with q, and integrating over
 the domain. We will look at the components ofu andv separately to simplify notation:



























 ν


Z


Ωi


∆uxvxdΩ−
 Z


Ωi


∂p


∂xvxdΩ =−ν
 Z


Ωi


∆rgxvxdΩ,
 ν


Z


Ωi


∆uyvydΩ−
 Z


Ωi


∂p


∂yvy dΩ =−ν
 Z


Ωi


∆rgyvy dΩ,
 Z


Ωi


∂ux


∂x q dΩ +
 Z


Ωi


∂uy


∂y q dΩ =−
 Z


Ωi


∂rgx


∂x q dΩ−
 Z


Ωi


∂rgy


∂y q dΩ.


(3.8)


Next we apply Green’s first identity:





























−ν
 Z


Ωi


∇ux∇vxdΩ +
 Z


Ωi


p∂vx


∂x dΩ +
 Z


ΓO


vx


hν(∇ux)·n−(pnx)i


dΓO=ν
 Z


Ωi


∇rgx∇vxdΩ,


−ν
 Z


Ωi


∇uy∇vydΩ +
 Z


Ωi


p∂vy


∂y dΩ +
 Z


ΓO


vyh


ν(∇uy)·n−(pny)i


dΓO=ν
 Z


Ωi


∇rgy∇vydΩ,
 Z


Ωi


q∂ux


∂x dΩ +
 Z


Ωi


q∂uy


∂y dΩ =−
 Z


Ωi


q∂rgx


∂x dΩ−
 Z


Ωi


q∂rgy


∂y dΩ.


(3.9)


Note that the integral over ΓO vanishes due to the chosen boundary conditions, leaving us with



























 ν


Z


Ωi


∇ux∇vxdΩ−
 Z


Ωi


p∂vx


∂x dΩ =−ν
 Z


Ωi


∇rgx∇vxdΩ,
 ν


Z


Ωi


∇uy∇vydΩ−
 Z


Ωi


p∂vy


∂y dΩ =−ν
 Z


Ωi


∇rgy∇vydΩ,
 Z


Ωi


q∂ux


∂x dΩ +
 Z


Ωi


q∂uy


∂y dΩ =−
 Z


Ωi


q∂rgx


∂x dΩ−
 Z


Ωi


q∂rgy


∂y dΩ.


(3.10)


We can now define the three bilinear forms


a(·,·) :HΓ1D(Ω)×HΓ1D(Ω)→R,
 bx(·,·) :HΓ1D(Ω)×L2→R,
 by(·,·) :HΓ1


D(Ω)×L2→R,


(3.11)


where


a(v, w) =ν
 Z


Ωi


∇v∇w dΩ,


bx(v, q) =−
 Z


Ωi


q∂v


∂x dΩ,
 by(v, q) =−


Z


Ωi


q∂v


∂y dΩ.


(3.12)


Thus we arrive at the weak formulation of our problem:



(26)Find (u, p)∈ V × Qsuch that











a(ux, vx) +bx(vx, p) =−a(rgx, vx),


a(uy, vy) +by(vy, p) =−a(rgy, vy), ∀v∈ V,
 bx(ux, q) +by(uy, q) =−bx(rgx, q)−by(rgy, q), ∀q∈ Q.


(3.13)



3.2 The Taylor-Hood element


As in section 2.2.3, we aim to discretize the problem so we can approximate (u, p) as the solution of a linear
 system of equations, (uh, ph). But unlike Poisson-equation, our discrete solution pair exist in two different
 spaces: the velocity spaceVh ⊂ V and the pressure spaceQh⊂ Q. EssentiallyQh acts as a set of constraints
 on the velocityuh, and if the dimensionality ofQh is too large compared toVh, there are not enough dofs for
 the velocity uh. In addition, the Ladyzhenskaia-Babuˇska-Brezzi (LBB) inf-sup condition must be satisfied for
 any hfor the solution to be both stable and unique, further restricting the viable methods of discretizing the
 problem [33]. We will discuss this condition further once the problem have been discretized.


Hence we turn to a particular class of elements, the Taylor-Hood elements [34]. Let kdenote the degree of
 the basis functions associated with a discrete space, and letP, Qindicate whether the elements are triangular or
 quadrilateral, respectively (i.e. Q2 is a discrete space constructed from quadrilateral elements with biquadratic
 basis functions). We denote by Qk0/Qk (or Pk0/Pk) the Taylor-Hood element associated with two discrete
 spaces (in our caseVh× Qh), where the basis functions of the first space are of degreek0, and the basis functions
 of the second space are of degree k. It can be shown that for the Stokes equation, k0 =k+ 1 is sufficient to
 ensure both solvability of the linear system, and stability of the solution, given that the spaces are at leastC0
 continuous [35]. We will use theQ2/Q1 Taylor-Hood element for this problem, see Figure 3. This was chosen
 to ease numerical implementation.


Figure 3: TheQ2/Q1Taylor-Hood reference element. X indicates a velocity-node, O indicates a pressure-node.



(27)3.2.1 Defining the basis functions


As Figure 3 indicates we have nine velocity-nodes and four pressure-nodes on each element, where each node
 has a corresponding basis function. We will define the basis functions in terms of coordinates on the reference
 element ξ, η ∈[−1,1], and later we introduce a mapping from an arbitrary element to this reference element.


Letψi(ξ, η), ϕi0(ξ, η) be the basis functions for the velocity and pressure, respectively. As in section 2.2.4, we
 require thatψi(ξj, ηj), ϕi0(ξj0, ηj0) =δij. That is the value of basis functioniis one at nodei, and zero at any
 other node. To enforce the biquadratic form on the velocity-basis we also require that


ψi(ξ, η) =C0i+C1iξ+C2iη+C3iξη+C4iξ2+C5iη2+C6iξ2η+C7iξη2+C8iξ2η2, (3.14)
 and similarly for the bilinear pressure-basis


ϕi0(ξ, η) =C0i0+C1i0ξ+C2i0η+C3i0ξη. (3.15)
 The coefficients are of each basis function are then determined by solving a linear system just as in section 2.2.4.


Two of the basis functions are shown in Figure 4.


(a) One of the four bilinear basis functions (b) One of the nine biquadratic basis functions
Figure 4: Two examples of the basis functions on the reference element.
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