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(4)
(5)Knowledge bases contain vast amounts of information about entities and their semantic
 types. These can be leveraged in a variety of information access tasks like natural
 language processing and information retrieval. However, knowledge bases are incomplete,
 emerging entities need to be typed correctly, and existing entities must keep up to date.


This is a strenuous task, and so any manual assignment of types is both error-prone and
 highly inefficient. In this thesis, we address the task of automatically assigning types to
 entities in a knowledge base.


Existing entity typing methods require great amounts of information about the knowledge
 base structure and properties, or assume that entity definitions are of a fixed nature.


What we propose instead are two neural network architectures, one shallow and one
 deeper, which take short entity descriptions and, optionally, entity relationships as input.


The goal to support knowledge bases with accurate entity typing of both existing and
 emerging types.


We experiment using the DBpedia knowledge base for evaluation, using two datasets: one
reflecting accuracy on typing existing entities, the other on emerging entities. Results
show that both our approaches are able to substantially and significantly outperform a
state-of-the-art baseline, proving that neural networks can be used to support knowledge
bases staying up-to-date and reduce overall incompleteness.
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(13)
Introduction


Wikipedia is an example community effort for representing facts about the world in one
 place that is curated by the readers themselves. However, this information is not very
 well structured, which is where the efforts of DBpedia as a knowledge base (KB) and
 similar projects chimes in. The structure of a KB makes it a powerful tool for describing,
 linking and defining knowledge through entities and their types.


An entity is described by its categories, e.g., a thing, person or country among others.


These categories can be described as types, e.g., a Wikipedia page whereNorway is the
 entity, and Country is one of its types. Entities can have different amounts of typing
 information. some are easily described by just one type, others are more uncertain or
 ambiguous.


Having correct type assignments makes way for powerful tools. Tasks can exploit
 this information for information extraction, document classification, natural language
 processing, and information retrieval. Example queries, e.g., listing Musicians born
 in Norway and Musicians who are also actors, can be answered efficiently and with
 relative ease. However, the typing information associated with entities in the KB is often
 incomplete, imperfect, or missing altogether. In addition, as new entities emerge on a
 daily basis, KBs should strive to stay up-to-date to provide relevant responses to its
 queries.


Existing methods for KB completion [1, 2] support KB incompleteness with good
 accuracy. Though these methods require great amounts of knowledge of the KB structure
 in question or assume that entity definitions are of a fixed nature (for example, “Norway
 is acountry”). We therefore, set out to solve the task to automatically type entities in a
 KB.


1



(14)
1.1 Objectives


A primary goal of this thesis is to support KB incompleteness by typing emerging and
 existing entities. We want to do so while not being overly tied to the KB structure, while
 also providing a minimal amount of information about the entities themselves. Therefore,
 we investigate whether we can use short entity descriptions fed to a neural network, with
 the goal to infer a single, most correct type with high accuracy. We then compare to a
 state-of-the-art baseline, and formulate the following


RQ1: Can a neural approach, using only entity descriptions, outperform the current
 state-of-the-art?


Entity relationships might provide valuable information to its type. In other words, an
 entity connected to other entities with a set of particular types might prove to be an
 indication of the type of the entity itself. Therefore we also define following


RQ2: Can entity relationship information contribute to type prediction?


When implementing methods to solve entity typing, we investigate two main methods:


one approach using a shallow neural network, and the other which is deeper. The
 motivation is to see whether the added depth further improves typing accuracy, or if the
 improvement is negligible. Therefore, we finally formulate the following


RQ3: Which of the two proposed solutions perform better?



1.2 Approach and Contributions


In order to address the challenge of automatically assigning a single most correct type
 to a given entity, we propose two simple fully-connected feedforward neural network
 architectures. We then experiment with a variety of input entity representations in order
 to predict a type label.


The following contributions are made by this thesis:


• Two neural network architectures for predicting typing information in a KB.


• Two evaluation sets based on DBpedia 2016-10: one for evaluating performance on
 established entities, the other focusing on emerging entities.


• An evaluation framework is produced in order to evaluate performance against
a ground truth. This framework takes the ontology itself into consideration and
rewards typing information according to how close it is to the ground truth.
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1.3 Outline


We structure the thesis as follows: Chapter2covers key concepts surrounding knowledge
 bases, schemas, and ontologies. Related methods for automatic entity typing are discussed,
 including detailed descriptions of baseline methods SDType and Tipalo. The chapter
 concludes with a basic introduction to neural networks and distributed representations.


We present our design and approach to solving the challenge of KB completion in Chap.3.


Followed up by Chap.4 on evaluation, where we delve into detail how we evaluate our
methods and compare them to a baseline. We present our results and provide a detailed
analysis. Finally, in Chap.5, we conclude the thesis and present future directions for our
work.
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Related Work


This chapter presents the main concepts in this thesis. First, a basic introduction to
 entities and types is provided in Sect. 2.1. Followed up by knowledge repositories in
 Sect.2.2, and how they are represented by knowledge bases, using schemas and ontologies,
 in Sect.2.3. We give some examples of related entity typing methods, both for typing in
 context, and in knowledge bases, in Sect. 2.4. Finally, an overview of neural networks
 and distributed representations are given in Sects. 2.5and 2.6



2.1 Entities and Types


Anentitycan be anything from an actor likeKeanu Reeves, to a work of art like theMona
 Lisa. The simplest explanation is that an entity is something that is uniquely identified,
 be it an idea, a technology, or a car manufacturer. An entity is often accompanied with a
 type, e.g., Keanu Reevesis an instance of type Actor, and theMona Lisa is an instance
 of typePainting.1


Entities can have several type assignments. Arnold Schwarzenegger is a good example see-
 ing that he may be assigned several types, likeActor,Politician, andBusinessPerson
 among many others. The extent of how many types an entity should have is one of the
 challenges tied to entity typing (i.e., a single type, or several generic types).


How specific the typing should be is also a challenge. An example is giving a very
 generic type like Personto Keanu Reeves, which is not very telling of the entity type.


Typing him as Canadian male actors of Asian descent2 might, however, be a bit
 too specific. These challenges will be further explored in Sect. 2.4.


1Types all from DBpedia ontology unless stated otherwise.


2Type from YAGO ontology.


4
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2.2 Knowledge Repositories


In order to capture what entities are, and how they relate to each other, it is helpful
 to have fundamental knowledge which reflects their properties and definitions. This
 knowledge can have its background in many formats, though it is often categorized
 and structured in specific ways. We call themknowledge repositories, which Balog [3]


describes as follows: “A knowledge repository is a catalog of entities along with their
 descriptions and properties in semi-structured or structured format.” A great example of
 a knowledge repository is Wikipedia.


2.2.1 Wikipedia


Wikipedia is an online encyclopedia and is of no doubt a popular source of information,
 written and edited by the readers themselves. It is the world’s largest community-driven
 effort, which currently is the fifth most popular website.3 Wikipedia presents information
 that is highly relevant and up-to-date, containing over 5.5 million articles in the English
 version.4 As stated by Hovy et al. [4], Wikipedia is “[...] the largest and most popular
 collaborative semi-structured resource of world and linguistic knowledge”.


The semi-structured property of Wikipedia is given due to the fact that a page might
 not cohere to a given template. Some pages might be structured with an abstract, an
 info-box, table-of-contents, and several sections, while another page might only contain a
 title and short description. Nevertheless, Wikipedia is linked, and as pages link from
 one to another, categories and lists form a structure that is useful to describe relations
 between things and ideas. An example is shown in Fig.2.1: the page is adhering to the
 previously mentioned structure, containing an info-box, table of contents, lists, and more.


Due to the fact that Wikipedia is written in a semi-structured format, it is not very
 machine-readable. Gathering Wikipedia’s information into a fully structured format
 would therefore be very valuable, paving the way for analysis of data and provide an
 immense corpus available for everyone.



2.3 Knowledge Bases, Schemas and Ontologies


A knowledge base (KB) is used to store information, both structured and unstructured.


It is often used to describe facts about entities and their relations. Balog [3] mentions


3According to Alexa: https://www.alexa.com/topsitesas of 03.03.18


4https://meta.wikimedia.org/wiki/List_of_Wikipedias


5https://en.wikipedia.org/wiki/University_of_Stavanger



(18)Figure 2.1: Image of theUniversity of Stavanger Wikipedia page5 showing a rich
 page containing an info-box, table of contents and good structure.


the two layers of a KB:schema level andinstance level. On a schema level, a knowledge
 model defines relations between types and entities, their classes, sub-classes, and the
 properties they can have. This knowledge model is often accompanied by a hierarchy, in
 which the classes are structured. On the instance level, individual entities are described
 by their names, the attributes they have and their relations with other entities.


One of the earlier uses of a KB is in a two-component knowledge-based system [5]. One
 component is the KB, which is used to represent facts to describe the world, and the
 other component is an inference engine, using those facts to arrive at new facts or prove
 inconsistencies with former facts. Together, they become highly useful for the likes of
 expert systems.


An example of such an expert system is the Cyc project. Started in 1984, the project is
the longest ongoing artificial intelligence project [6]. The Cyc project uses handcrafted
facts entered into a KB, and these facts are used to further infer new facts by use of
logical inference rules [7]. However, it is a challenging project seeing that it is maintained
and updated by human-knowledge engineers, making it laborious and error-prone to have
a KB which is both up-to-date and correct.



(19)It is challenging for a KB to be complete, as new entities emerge on a daily basis, and
 missing statements, be it either human-error or machine-error, are bound to take place. A
 KB derived from a large source of information, which is up-to-date and community-driven,
 would not necessarily eliminate these issues, but they would be severely reduced. It is
 here where the effort to use Wikipedia as a knowledge repository comes in, in order to
 produce a feature-rich KB.


2.3.1 Resource Description Framework


In order to represent knowledge in a KB, it is useful to have a format which is agreed
 upon by the community to act as a standard. The Resource Description Framework
 (RDF) is such an effort and is standardized by the World Wide Web Consortium (W3C).6
 RDF is a model for data interchange on the web, and thus describes resources across the
 web even if the underlying schemas differ. A resource is typically described as follows:


<Subject> <Predicate> <Object>.


These Subject, Predicate, Object (SPO)-triples, or RDF statements, describe what or
 how the subject relates to the object. For example, the car has the color blue simply
 describes the car (subject) having the color (predicate) which is blue (object). More
 specifically, these RDF statements consist of Uniform Resource Identifiers (URI). The
 subject is a resource which is uniquely identified by its URI. Thepredicate is also a URI,
 describing a relation from the subject, or a subject’s property. Theobject is not always a
 URI, depending on whether it is used to link to another resource or just a literal [3]. In
 a KB, these triples form the previously mentioned instance level. Example triples are
 given in Listing 1.


Listing 1RDF triple examples from DBpedia page on Keanu Reeves. URIs are shortened
 for better visibility.


<dbr:Keanu_Reeves> <foaf:name> "Keanu Reeves"


<dbr:Keanu_Reeves> <dbo:birthDate> "1964-09-02"


<dbr:Keanu_Reeves> <dbo:birthPlace> <dbr:Lebanon>


<dbr:Keanu_Reeves> <rdf:#type> <dbo:Agent>


2.3.2 Web Ontology Language


While RDF forms the instance level of a KB, the schema level is formed by OWL (Web
 Ontology Language). OWL, along with RDF, is also part of the W3C standardization.


The purpose of these schemas is to describe the structure of the knowledge contained


6https://www.w3.org/standards/techs/rdf



(20)within for example a KB, making relations between properties and classes more specific.


OWL adds semantics to the schema so that a relation likeA isPartnerWith B implies
 thatB isPartnerWith A. Furthermore, this greatly expands the usage of classes, meaning
 that a relation B isAncestorOf C andC isAncestorOf D implies thatB isAncestorOf D.


Another relation often used is the owl:sameAs, which can map the same entity across
 several domains, or be used to describe classes that are similar as seen in Listing2.


Listing 2 OWL example of sameAsproperty.


<owl:Class rdf:ID="FootballTeam">


<owl:sameAs rdf:resource="http://sports.org/US#SoccerTeam"/>


</owl:Class>


2.3.3 DBpedia


The motivation behind DBpedia comes from the important role KBs have in the increasing
 interest of enhanced web intelligence and enterprise search [8]. Previously, KBs were
 more domain-specific, created and maintained by small amounts of people. These KBs
 are therefore costly to maintain and difficult to keep up-to-date.


DBpedia is a KB which extracts structured information from Wikipedia, making this
 information available for everyone to use.7 It is multilingual and cross-domain, meaning
 they link to other KBs e.g., YAGO and Wikidata. DBpedia is engaged by the community,
 and it evolves along with Wikipedia. It is presented in [8], and is further expanded upon
 in [9].


DBpedia can be leveraged in several ways. Originally, it was implemented to answer
 queries not easily answered in Wikipedia [9]. Example queries likefind all tunnels longer
 than 10km and list actors who have a background as musicians are efficiently answered.


These queries are possible because of the DBpedia ontology, a tree-like structure where
 types are stored in a hierarchy.


Some example types in the DBpedia ontology is seen in Fig. 2.2. Here, we see Thing
 as the root node, which we will later see to ignore as it is not helpful in entity typing.


Agent and Activity are examples of top-level types, these top-level types are useful
 for analyzing how types are distributed in an ontology. However, we will soon see that
 some types are more used than others, which is especially the case in the top-level type
 Agent. Therefore, we will see that when referring to top-level types, we will often ignore
 Agent, and rather use its descendants (e.g., Person and Organisation) as top-level
 types instead.


7http://wiki.dbpedia.org/
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Organisation


Agent Activity


Person



...


Game 
...
 Sport


...


Artist Athlete 
...


Figure 2.2: Example types in DBpedia ontology structure.


Table 2.1shows the top-level distribution of the DBpedia dataset Instance Types.8 Here,
 we can clearly see how some top-level types in DBpedia are significantly more used than
 others.


DBpedia is useful in many domains, e.g., data integration, topic detection, document
 ranking, and perhaps most relevant for this thesis: named entity recognition (NER) [9].


More specifically, typing entities in context, and using DBpedia itself for typing entities
 in KBs. We will come back to typing entities in Sect. 2.4.


2.3.4 Similar Ontologies


There are several similar and related ontologies to DBpedia. Garigliotti and Balog [10]


do a comparison between four of them in Table2.2. Basic statistics about the ontology
 itself is presented, and also some statistics on how entities are typed in the respective
 ontologies.


DBpedia is previously presented in Sect. 2.3.3, the difference from DBpedia presented in
 Table 2.2 is the version used (2015-10 vs. 2016-10 in this thesis). Meaning that some
 statistics, like the number of types, have changed (from 713 to 760).


Freebase was a large, scalable KB used for structuring general human knowledge [11].


Like DBpedia, it is maintained in a collaborative effort. Though it has since shut down,
 its data is being transferred to Wikidata, and Google’s Knowledge Graph API has since
 been announced to replace the Freebase API.9 Freebase data dumps are still actively


8Retrieved fromhttps://wiki.dbpedia.org/downloads-2016-10


9https://developers.google.com/knowledge-graph/



(22)Table 2.1: Distribution of top-level types in DBpedia Instance Types dataset.


Top type Amount %


Person 1,243,400 26.07


TimePeriod 1,127,588 23.65


Place 839,987 17.61


Work 496,036 10.40


Species 306,104 6.42


Organisation 285,422 5.98


PersonFunction 171,178 3.59


Event 76,029 1.59


MeanOfTransportation 56,792 1.19


SportsSeason 55,730 1.16


Device 24,161 0.50


ChemicalSubstance 18,033 0.37


Activity 10,631 0.22


Language 9,215 0.19


Biomolecule 7,761 0.16


Disease 6,108 0.12


Food 6,056 0.12


Award 5,549 0.11


EthnicGroup 5,391 0.11


AnatomicalStructure 4,346 0.09


Name 4,345 0.09


UnitOfWork 2,824 0.05


TopicalConcept 1,709 0.03


Holiday 1,138 0.02


Colour 902 0.02


SportCompetitionResult 822 0.02


Currency 391 0.01


GeneLocation 4 <0.01


used, and Freebase statistics in Table2.2are retrieved from the public data dump from
 2015-03-31.


Yet Another Great Ontology (YAGO)extracts information from Wikipedia, and unifies
 that information with GeoNames and WordNet [12]. Like DBpedia, the information
 is available for everyone.10 YAGO differs from DBpedia in many ways due to entirely
 different design goals, while DBpedia is intentionally shallow in its class hierarchy, YAGO
 is comparatively deep. YAGO statistics in Table2.2 are from YAGO version 3.0.2.


Wikipedia categories represents the Wikipedia category system, which is a graph rather
 than a type hierarchy. How the conversion from graph to type taxonomy is done, we
 refer to [10].


The main focus for this section is to present other ontologies, and how they compare to
 each other. In Table 2.2, it can be seen that DBpedia has the fewest amount of types,
 while also having the least amount of top-level and leaf-level types. While the height


10http://www.mpi-inf.mpg.de/yago-naga/yago/



(23)Table 2.2: Overview of normalized type taxonomies and their statistics. The top
 block is about the taxonomy itself; the bottom block is about type assignments of
 entities. Table retrieved from [10].


Type system DBpedia Freebase Wikipedia
 categories


YAGO


#types 713 1,719 423,636 568,672


#top-level types 22 92 27 61


#leaf-level types 561 1,626 303,956 549,754


height 7 2 35 19


#types used 408 1,626 359,159 314,632


#entities w/ type 4.87M 3.27M 3.52M 2.88M


avg #types/entity 2.8 4.4 20.8 13.4


mode depth 2 2 11 4


of the DBpedia ontology is designed to be intentionally shallow, it is interesting to see
 Freebase only having a height of 2, quite small when comparing those to the height of
 Wikipedia categories and YAGO.


When comparing the number of types used, DBpedia is seen only using 408 out of the
 713 available types. It is also interesting to see how DBpedia has an average amount of
 types per entity (avg #types/entity in Table2.2) of just 2.8, while the other ontologies
 have significantly more. Therefore, while there are more types in the taxonomy, entities
 are also typed with an increased amount of types, which can be a consequence of having
 many types that are similar or indistinguishable.


From these comparisons, DBpedia appears to be more fine-grained and manageable in
 its size and scope. Thus confirming that it is a good KB for testing our approach to
 entity typing.



2.4 Automatic Entity Typing


This section presents related and existing methods for entity typing. First, we introduce
 existing methods for typing entities in context in Sect.2.4.1. Then, we describe methods
 for typing entities in KBs in Sect.2.4.2.


2.4.1 Typing Entities in Context


Though this thesis takes on the challenge of typing entities in knowledge bases, there are
similar fields of semantic web research for typing entities in context. Some of these are
entity linking and named entity recognition (NER), which Lin et al. [13] define as the



(24)task of identifying named entities in text. NER can for simplicity be divided into two
 objectives, (1) to find entities in a given text, and (2) typing the entities found in (1).


While this thesis resembles objective (2) more, there are some interesting distinctions.


In NER, it is important to type an entity according to the context surrounding it.


Therefore, in typing an entity, natural language processing (NLP) is a helpful tool
 leveraged to find correct typing information. Many NER tasks also differ in how specific
 the typing should be, some only need to correctly type a scientist as a person in order to
 get the correct type, other methods produce more fine-grained typing information.


One of the many challenges NER has to solve is to get the correct sense from a text. For
 example, consider the text Germany won the world cup of 2014 Is “Germany” supposed
 to link to the country here, or would it be more correct to link to the German national
 football team? Similarly, the “world cup of 2014” has to be typed correctly, in this
 context meaning the FIFA World Cup, but it could just as well be a world cup in another
 sport, in another context.


An additional NER challenge is the typing of unlinkable entities, this is entities which
 appear in a text but are not able to link to, e.g., Wikipedia. Lin et al. [13] approach this
 challenge and calls it theunlinkable noun phrase problem. An example of an unlinkable
 entity can be illustrated by the given text: “Some people think that pineapple juice is
 good for vitamin C.” Some NER tasks correctly type “vitamin C” as a nutrient, but fails
 to type “pineapple juice” because it does not have a Wikipedia entry, typing it simply as


“pineapple” instead. While the unlinkable noun phrase problem is not very relevant to
 this thesis, the way they type entities is interesting. By using Google Books n-grams,
 they are able to produce a list which predicts typing information by textual relations
 and looking at similar linked entities. For example, “Microsoft has released an update
 to ...” gives a list of similar entities which produces that same or similar text, the list
 containing entries like Apple, Google, IBM, etc. Thus they are able to predict that these
 similarities mean Microsoft probably is a business, software developer, organization, and
 other related types.


A final example is the task of typing emerging entities, that is, entities which are new
 and might not have a Wikipedia page. Nakashole et al. [14] seek to solve this by typing
 emerging entities as they get popular in the news and social media. As this thesis seeks to
 automatically type entities, typing emerging entities not already in a KB is an important
 feature.


Typing entities in context can therefore be seen as both a different approach from typing
entities in KBs and as a similar approach as they share a lot of challenges.



(25)2.4.2 Typing Entities in Knowledge Bases


Here, we present related knowledge base completion methods. We briefly introduce two
 methods with similar approaches first, followed by a detailed description of the two
 baseline methods Tipalo and SDType.


A supervised classification approach on lexico-syntactic patterns is presented in [15].


They train a hierarchy of support vector machines on bag-of-words of short abstracts and
 Wikipedia categories. Similarly to our approach, they exploit entity short descriptions,
 but whereas they require several classifiers, we propose a single all-in-one model.


The other approach to KB completion uses corpus-level entity tying. Yaghoobzadeh and
 Schütze [16] implement a multilayer perceptron approach to assign entity types using
 word embeddings. While similar in this underlying approach, we correspond to a larger
 type system (112 FIGER types vs. 760 DBpedia types) and plan to utilize various input
 entity representations.


We are inspired by these approaches in designing our solution to entity typing using
 neural networks. What follows is a detailed description of our baseline methodsTipalo
 and SDType.


Tipalo


Tipalo is a tool for automatically typing DBpedia entities and is presented in [1]. Its goal
 is to automatically type an entity given the natural language (NL) definitions of that
 entity’s corresponding Wikipedia page. This way, they do not need to rely on how the
 Wikipedia page is structured or categorized. The overlying approach is to extract RDF
 and OWL representations from an entity’s abstract. A tool for word sense disambiguation
 is then used to link the extracted types to WordNet. The method then further aligns
 these types to WordNet super senses and DUL+DnS Ultralite, which are ontologies used
 to further generalize the typing results. The resulting method is able to type entities
 with good accuracy, and is available as a web service.11


Figure 2.3 is helpful in order to describe Tipalo. The figure shows a pipeline of the
 components making up Tipalo, from extracting the abstract from a Wikipedia page, to
 outputting the typing information.


First in the pipeline is the definition extractor. The definition extractor retrieves the
 Wikipedia abstract from a DBpedia entity in order to determine the definition of that
 entity. An entity is often described how it is typed by the first sentence of a Wikipedia


11http://wit.istc.cnr.it/stlab-tools/tipalo



(26)Figure 2.3: Pipeline displaying interconnected parts making up the Tipalo system.


Numbers signify the order of execution. (*) denotes components and datasets made for
 Tipalo. Figure is found in [1].


Figure 2.4: Abstract from the Wikipedia page on Keanu Reeves


abstract, though there are exceptions. It might be described in the sentence following
 the first one, or maybe both sentences are required in order to define what the entity is.


Gangemi et al. [1] describe how the definition extractor solves this: “We rely on a set of
 heuristics based on lexico-syntactic patterns and Wikipedia markup conventions in order
 to extract such sentences.” One of these conventions is how a Wikipedia abstract often
 uses bold characters on the entity the page is about. Figure 2.4 shows an example of
 this convention. Furthermore, in [1] they note that the first sentence in an abstract is
 often of the form: “bold-name <copula><predicative nominal||predicative adjective>.”


From Fig. 2.4 this form is seen: “Keanu Charles Reeves (...) is a Canadian actor,
director, producer, and musician.” However, there are exceptions: The “is a” copula
relationship is not always contained in the first sentence. The definition extractor then
takes this into account by instead extracting the subsequent sentences containing the “is
a” relationship. If there are no bold-named entities, and no “is a” relations are found,
the first sentence is simply returned as a base-case.



(27)Figure 2.5: FRED output from the Wikipedia definition “Vladimir Borisovich
 Kramnik is a Russian chess grandmaster.” Figure from [1].


The second component is FRED, or rather, thenatural language processing deep
 parser. Having the definition of an entity extracted from the previous definition
 extractor, that definition is now to be parsed into a more logical form. This logical
 form is helpful in order to represent the potential types the entity can have. FRED
 is a tool that accomplishes this task and is presented in [17]. Briefly explained by
 Gangemi et al. [1], FRED “... implements a logical interpretation of NL represented in
 Discourse Representation Theory (DRT).” Its implementation is out of scope from this
 thesis, however, the important part is that FRED outputs an OWL representation and a
 taxonomy of types from an entity’s NL definition. FRED, like Tipalo, is available as a
 web service.12 An example output from FRED is shown in Fig.2.5.


The third component is thetype selector. The purpose of the type selector is to figure
 out which typing information to keep, and which to discard. More specifically, it analyses
 the output graph from FRED, and through a set of graph patterns, decides whether the
 graph depicts an individual entity or a class entity. This is an important distinction to
 make, seeing as the output from FRED is significantly different in those situations. An
 example here is the FRED output from the NL definition ofchess piece seen in Fig. 2.6.


Comparing Fig. 2.5and Fig.2.6 shows two very different graphs, one having only a single
 rdf:typerelation, while the other has several. The type selector then has to recognize
 graph patterns, decide whether it is a class entity or individual entity, and finally select
 typing information to keep and discard. They identify a set of graph patterns in [1],
 which follow similar criteria as lexico-syntactic patterns,13 and are extended with OWL
 semantics and RDF graph topology.


Ten graph patterns are used in [1], six for identifying individual entities, and four for
 class entities. An example graph pattern is shown in Table2.3. A good description is
 given when they distinguish an individual from a class [1]:


12http://wit.istc.cnr.it/stlab-tools/fred


13Lexico-syntactic patterns: A string-matching pattern based on text tokens and syntactic structure.


Fromhttps://en.wiktionary.org/wiki/lexicosyntactic_pattern



(28)Figure 2.6: FRED output from “Chess pieces, or chessmen, are the pieces deployed
 on a chessboard to play the game of chess.” Figure from [1].


Table 2.3: Graph pattern excerpt from [1].


ID graph pattern inferred axioms


gp4 e owl:sameAs x && x rdf:typeC erdf:typeC


“Firstly, the type selector distinguishes if an entity is either an individual
 or a class entity: given an entitye, it is an individual if it participates in a
 graph pattern of type e owl:sameAs x, it is a class if it participates in a
 graph pattern of typex rdf:typee.”


The type selector goes through the graph patterns in priority order, starting from one
 and upwards. Thus, in cases where several graph patterns might be a good fit, it simply
 selects the graph pattern which is hit first. For example, if gp4 is found as a match, it is
 selected with no need to further evaluategp5,gp6, and so on.


Furthermore, the type selector checks if any of the terms having a rdf:typerelationship
 can be referenced as a DBpedia entity. This is done in order to achieve higher cohesion,
 and improve internal linking within DBpedia [1].


The fourth stage is the UKB Word sense disambiguation engine. The result from
 the type selector is the entity’s types and their relations. This resulting information must
 then be gathered into their correctsense, hence the need for a word sense disambiguation
 tool. One way to solve this is to align typing information into WordNet. WordNet is a
 large lexical database functioning in many ways like a thesaurus.14 UKB is a tool which
 performs graph-based word sense disambiguation, lexical relatedness and similarity using
 an existing knowledge base.15 Here, a UKB returns a WordNet synset16 which is the
 best fit considering the context from the entity definition. Though a UKB provides good
 results in precision and recall, the performance suffers, especially in large datasets such
 as Wikipedia [1]. An alternative solution is selecting the most frequent WordNet sense
 instead, providing great performance but with lower precision and recall. The result


14https://wordnet.princeton.edu/


15http://ixa2.si.ehu.es/ukb/


16Synset: A set of one or more synonyms that are interchangeable in some context without changing
 the truth value of the proposition in which they are embedded. From https://en.wiktionary.org/


wiki/synset



(29)from the word sense disambiguation engine is the addition of a WordNet type, given
 from the corresponding synset to an entity.


Finally is the fifth component, thetype matcher. From the previous steps, an entity is
 now accompanied by a WordNet type. The final step links that typing information to
 other ontologies on the Semantic Web. Gangemi et al. [1] further produces two additional
 RDF datasets. One of these aligns Wordnet synsets tosuper senses, which are very broad,
 lexico-semantic categories. The other align synsets with some foundational ontology
 classes. What this means then, is that the type matcher uses these alignments in order
 to further produce additional triples. These triples are very generic: where the entity
 Chess game, for example, is aligned with the classactivity.


To summarize, Tipalo automatically types entities using the NL definitions of the
 corresponding Wikipedia abstract, Gangemi et al. [1] evaluate Tipalo using a manually
 annotated golden standard. They report a precision of 0.76, a recall of 0.74 and an
 F-measure of 0.75.


We intend to use Tipalo as a baseline, as it is a method also making use of short entity
 descriptions to type an entity. However, the Tipalo service has not been available for the
 duration of the master’s thesis, meaning that SDType will be used as the only baseline.


We will see in the following section that SDType is able to outperform Tipalo, therefore,
 the loss of Tipalo as a baseline function is acceptable.


SDType


Another tool for automatic entity typing is SDType. It is presented in [2] and is further
 explained in [18]. SDType takes advantage of the statistical properties between instances
 in a knowledge base. A key advantage here is that only the data itself is used, meaning that
 SDType does not need any external knowledge. SDType can therefore be implemented in
 different knowledge bases, with the intent to increase the quality of noisy and incomplete
 typing information [18]. It does so with high accuracy and has since been integrated as
 part of the latest DBpedia releases.17


A knowledge base consists of what they termA-boxesandT-boxes (presented respectively
 as instance-level and schema-level in Sect. 2.3). A-boxes are the definition of the instances
 themselves and the relations between them, while T-boxes is the schema or ontology
 they are contained in [2]. SDType makes use of the statistical distributions of connecting
 pairs between A-box resources. If an instance is connected to other instances in certain
 ways, a type can be inferred based on that information. As Paulheim and Bizer [18] state:


17Instance Types Sdtyped Dbo inhttp://wiki.dbpedia.org/downloads-2016-10



(30)Table 2.4: Distribution of subject and object types for property
 dbpebia-owl:location. Table from [18].


Type Subject(%) Object(%)


owl:Thing 100.0 88.6


dbpedia-owl:Place 69.8 87.6


dbpedia-owl:PopulatedPlace 0.0 84.7


dbpedia-owl:ArchitecturalStructure 50.7 0.0


dbpedia-owl:Settlement 0.0 50.6


dbpedia-owl:Building 34.0 0.0


dbpedia-owl:Organization 29.1 0.0


dbpedia-owl:City 0.0 24.2


... ... ...


“The basic idea of the SDType algorithm is that when observing a certain property in
 the predicate position of a statement, we can infer the types of the statement’s subject
 and object with certain probabilities.”


Table2.4is used to give a notion of how SDType takes statistical properties when inferring
 typing information. Here, the distribution of the DBpedia property dbpedia-owl:


Location is shown. Given a property that is a location, 100% of the subjects are of
 typeowl:Thing, while 69.8% of the subjects are of typedbpedia-owl:Place. Similarly,
 88.6% of the objects are of type owl:Thing and 87.6% of the objects are of type
 dbpedia-owl:Place, and so on. These percentages do not add up to 100% since a
 resource can have several types. Also, in [18], they describe the observation that not all
 objects are of type owl:Thing. The issue stems from the fact that types in DBpedia
 only are generated if an info-box is found, meaning that in these cases subjects were
 created from info-boxes, but objects were not generated from pages with info-boxes.


SDType then makes use of the properties connecting two resources as an indication for
 their typing information. Paulheim and Bizer [18] define the problem as a link-based
 object classification approach. By using ingoing and outgoing properties from a resource,
 they can indicate which type a resource should have. Paulheim and Bizer [18] further
 state: “SDType can be seen as a weighted voting approach, where each property can cast
 a vote on its object’s types, using the statistical distribution to weight its votes.” For
 example, in Table2.4 and given a triple x :dbpedia-owl:location :y, the following
 conditional probabilities can be assigned:


P(:x a dbpedia-owl:Place) = 0.689,
 P(:y a dbpedia-owl:Place) = 0.876.


Formally, finding out the likeliness of a type t given a resource containing a certain
property prop, where prop may be an ingoing or outgoing property, is expressed as



(31)follows:


P(t|(∃prop. T)).


The above probabilities are taken from the statistical distributions from Table 2.4. It is
 also useful to get a notion of the predictive power of a property, therefore, a weightwprop


is assigned. These weights are different for predicting types in the subject and types in the
 object. In thedbpeida-owl:locationexample above, two weights wdbpedia−owl:location


and wdbpedia−owl:location−1 would be added. These weights are used in order to avoid
 problems with skewed KBs [18]. A skewed KB may have extensions of types which are
 significantly more used than others. Without these weights, false typing prediction would
 occur. Examples of these properties are general purpose ones, such asrdfs:labeland
 owl:sameAs[18].


To work around this problem, they define property weights wprop. The purpose of
 property weights are to measure how the property’s distribution deviates from the
 a priori distribution of all the types in the knowledge base [18]. A stronger deviation
 means it has a higher prediction power of a property. wprop is defined as follows:


wprop:= X


all typest


(P(t)−P(t|(∃prop . T)))2.


Having conditional properties and property weights, Paulheim and Bizer [18] implement a
 weighted voting approach. For each property, a vote is cast for the types in the property’s
 distribution, resulting in a likelihood being assigned to each type. Summarizing all
 these likelihoods then tells the type distribution for a resource. This is a confidence of a
 resource r having the typet is given by the equation


X


all properties prop ofr


P(t(r)|(∃prop . T)(r)).


They normalize it with a factorv as follows:


v:= 1


P


all properties prop ofr


wprop


.


The sum over “all properties prop of r” means the properties of all statements that have
 r either in the subject or the object [18]. They also state the importance of handling
 subject and objects separately.


Finally, aconfidence threshold t is added. A type statement resulting with a confidence
 larger than t is assumed correct. They evaluate SDType by using t values 0.4 and 0.6.


The result is a tool which can correctly type entities, either new ones or correcting faulty
existing typing assignments. The basic flow of how SDType works from input data to



(32)Figure 2.7: SDType type completion visualized as a series of table operations. Figure
 from [2].


type prediction is shown in Fig. 2.7. They evaluate SDType by using DBpedia as a
 golden standard and manage to get an F-Measure of up to 0.88. SDType can be applied
 to any cross-domain KB. Comparing to methods using Wikipedia resources, SDType
 can type resources with very sparse Wikipedia pages. Even Wikipedia red links can be
 typed using information from the incoming links [2]. SDType will be used as a baseline
 in order to compare the result of methods produced in this thesis.


Two different existing methods are now presented, one making use of natural language
 descriptions of an entity, and one leveraging statistical properties of entity property links.


Tipalo proves that natural language definitions of entity descriptions can be used to infer
 a type, though they do so assuming that entities are described in a consistent way ( “...


is a ...”), and using only the first few sentences of the entity description.


SDType, on the other hand, shows that using statistical links between entities give a good
indication of their type. Though they do so requiring great amounts of knowledge about



(33)the KB structure itself, and how entity properties are linked. Furthermore, SDType does
 not produce very specific types, which Paulheim and Bizer [2] list as a future work.


Motivated by these two methods strengths and weaknesses, we set out to design an
 approach which is able to type entities using short entity description only, with the option
 to additionally provide entity-relationship data. In doing so, entities can be typed in a
 more flexible way, and without the need of great knowledge of the KB in question. Next,
 we describe the basics of neural networks, with the intent to use them for entity typing.



2.5 Neural Networks


Neural networks (NNs) have seen a continuous rise in popularity and usage in the last
 years, and due to a significant rise in computational power, they can solve more advanced
 and complex problems. NNs are inspired by the human biology of the brain, where
 neurons are able to learn and use past knowledge to recognize new or similar concepts [6].


Usually, a NN consists of several layers, including input layers, output layers, and one or
 several hidden layers. An input layer is responsible to receive data, which then sends
 that data to the hidden layers. Hidden layers are tasked to transform input through
 non-linear functions, in order to get a more abstract representation of that data [19].


Finally, the output layer transforms data from the hidden layers to an output format,
 which either in classification is a set of label scores, or other problems a binary true or
 false.


A motivation for using NNs to solve the task of typing entities based on entity descrip-
 tions is how well NNs perform in natural language processing (NLP) tasks in general.


According to Goldberg [20], due to advances made recently by NN research, NNs are
 now implemented in many NLP tasks. In solving those tasks with great results, they
 become state-of-the-art approaches.


Following are more defined descriptions of NN layers useful for understanding why NNs
 are able to solve NLP tasks.


Input Layer


In general, NN input layer is used to represent data, doing so in a format that makes it
possible for a model to learn anything about that input, and distinguish it from other
inputs. There are many ways to provide text as input for an input layer, i.e., characters,
words, even whole sentences or documents. However, for the sake of generalization,



(34)the most flexible approach is to make use of the distributed representation of word
 embeddings, which we describe in Sect.2.6.


For making use of distributed representations in the input layer, we must feed the
 input layer with vector representations of entity descriptions. These vectors have sized
 dimensions, and the size of the vectors often decide the size of the input layers (amount
 of neurons). In other words, if using word embeddings with a word2vec model that
 outputs 300-dimensional vectors, the sizedof the input layer would likely also be 300,
 which is seen in the input layer of Fig. 2.8.


Hidden Layer


There are many ways for a NN to connect its hidden layers, some involve convolutional
 architecture, others involve a recurrent architecture. Here, we describe the fully con-
 nected feed-forward approach for structuring the hidden layers. Each neuron in a
 hidden layerhi is connected to every neuron in the following layer hi+1. The transforma-
 tion from one layer to the next is described in a simple way in [19], where each layer in a
 model does the transformation:


hi=f(Wihi−1), (2.1)


the previous layer hi−1 is used to apply a linear transformation using matrixWi, then
 applying an activation functionf, one of which isReLU (rectified linear unit). ReLU
 activation is seen as:


f(x) =max(x,0), (2.2)


wherexis input data. Meaning that ReLU outputs 0 if the input is less than 0, otherwise
 it outputs the raw input. Hidden layers are seen in Fig.2.8as the two middle layers of
 size 512.


Output Layer


The output layer is responsible for generating output depending on the states of the
hidden layers. It is, like the hidden layers, often fully connected where each neuron
represents a possible outcome depending on the task. For classification, each neuron is
often tied to a possible label. More specifically, the output layer produces a probability
distribution, where the most probable label has the highest probability. Usually, the
output is transformed to contain values in [0, 1] while also the sum of the outputs equal
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Figure 2.8: A fully connected feed-forward architecture. From the bottom, an
 300-dimensional input vector is put onto an input layer, followed by two hidden layers
 of size 512, and finally an output layer of size 760 that outputs the final output vector
 of same size.


to 1. An example is the softmax function


σ(z)j = ezj
 PK


k=1ezk, (2.3)


where z is the input vector to the output layer, and j indexes the output units j =
 1,2, ..., K. In Fig. 2.8, the output layer and resulting output vector is seen in the top.


both with size 760.


Training a Neural Network


In training a NN, the model trains on some input data often named the trainingset. A
 training set contains labeled data, that is, data where the result is known. In the scope
 of this thesis, training data are entities or entity descriptions, and their types are labels.


In order to evaluate a model, it is useful to have some data that is unseen. Unseen data
 is never learned by the model, and is used to evaluate a model’s performance on data it
 has never seen before. This data is often a subset removed from the training data itself.


It is vitally important for a model to evaluate on unseen data, in order to prevent a model
fromoverfitting. Overfitting is an issue when a model trains on some data and is able
to predict that data with good accuracy (up to 100% accuracy). However, that model
might then only be able to have good performance on training data, and performance on
any unseen data will often suffer.



(36)Dropout is a technique used to alleviate the challenge of overfitting. When inserted
 between two layers, e.g., input layer and the first hidden layer, a dropout layer will choose
 to remove some of the input neurons with a probability p. A model will then be less
 dependent on the full training data, and reduce the overall effect of overfitting.


A model is trained for several epochs. An epoch is when a model has processed all
 training data. The more epochs a model is trained, the more weights and biases are able
 to update and improve prediction accuracy.


For a model to improve and update weights and biases, a model is provided anoptimizer.


The responsibility of the optimizer is to update these weights and biases in order to
 minimize a loss function. Namely, when predicting data and comparing to the ground
 truth labels, the model attempts to adjust, or optimize, parameters with the goal to
 predict those ground truth labels. This operation is calledbackpropagation and is when a
 model “reverses” through the network, updating parameters along the way. The goal to
 minimize the error of the model, and is accomplished by changing the model parameters
 such that it reaches a minimum error value. This value is found by moving down slopes,
 therefore the name gradient descent.


An example optimizer is stochastic gradient descent (SGD), and a loss function example
 is categorical cross entropy. These are more advanced to explain in a related works
 section on entity typing, therefore we refer to more in-depth resources like [6].


Now that NNs are introduced, we describe distributed representations and how they can
 be used to feed short entity descriptions.



2.6 Distributed Representations


In order to get an idea of how to use entity descriptions with the intent to feed them
 into a neural network, we describe the topic of distributed representations.


Representation of data is highly significant in the domain of deep learning and is
 important in order to get relevant results and good performance [21]. Feature-based data
 representations have previously been the standard way to provide input for a model to
 learn. However, these features are often manually created, and therefore can be inefficient,
 time costly, and end up being tied to the applied domain.


A better way would be for these features to be automatically found so that important
factors are extracted, and less significant factors are ignored. This representation learning
is highly efficient, and neural networks (NNs) are often used in order to learn those



(37)representations. In the scope of this thesis, we seek to learn representations of entity
 descriptions, and so a NN approach is employed for that task.


Neural networks can be generalized to have two different representations, (1) local
 representation, and (2) distributed representation [22]. In (1), a concept might be
 represented by one neuron, and one neuron representing a concept. While this local
 representation approach is easy to understand and implement, it does not support
 generalization, which is important for a model to be applicable for unseen data. Compared
 to (2), where a concept is represented by many neurons, and more importantly, the pattern
 of activity across those neurons. While more complex to understand and implement,
 the result is a more generalized approach, where the model is able to pick out similar
 concepts, meaning they have similar representations. In this global, more generalized
 approach, a model presented with unseen data, even with an unseen concept, might be
 able to infer something by its similarity to other concepts.


2.6.1 Word Embeddings


A common approach for representing words in a text or corpus is using a highly di-
 mensional, sparse vector. This is the frequency of the word itself, often accompanied
 by the frequency of the neighboring words in order to get a sense of the context. This
 high dimensional sparse vector does not computationally do well in neural networks
 (a vocabulary of 3 million unique words would result in 3 million-dimensional vectors).


Instead, it would be favorable to have more generic, dense and low-dimensional vectors,
 as stated by Goldberg [23]:


“One of the benefits of using dense and low-dimensional vectors is compu-
 tational: the majority of neural network toolkits do not play well with very
 high-dimensional, sparse vectors. [...] The main benefit of the dense repre-
 sentations is generalization power: if we believe some features may provide
 similar clues, it is worthwhile to provide a representation that is able to
 capture these similarities.”


Word embeddings then, are a type of distributed representation for text, and allows for
 representing words with similar meaning in a way so that they have similar representations
 [24]. They result to be rich, dense, low dimensional vectors favorable by neural networks.


These word embeddings are learned by a model on some text or corpus, and while there
are many different approaches for doing so, we opt for using word2vec.



(38)Figure 2.9: Example use of word embeddings from [25]. Left panel highlights
 relations between genders. Right panel illustrates the same gender relation (blue), but
 also projecting relations between singular and plural words (red).


Word2Vec


Mikolov et al. [24] presented in 2013 a method to learn word embeddings namedword2vec.


Early on it was an attempt to efficiently use neural networks in order to train word
 embedding models. Two learning models are introduced for learning word embeddings,
 a continuous Bag-of-Words (CBOW) model, and a continuous Skip-Gram model. The
 CBOW model learns the embeddings by predicting the current word based on its context,
 while the Skip-Gram model predicts the surrounding words of a given word.


There are two ways to make use of word2vec word embeddings, either by training a
 model on a corpus of text or by retrieving a pre-trained model extensively trained on a
 popular dataset, like theGoogle News dataset. Alternatively, a pre-trained model can
 also be used to further learn a new corpus of text.


Some interesting examples from using these vectors, is to compute the similarity or
 dissimilarity between words. A popular example is to find the word ‘queen’, by using
 the set of words ‘man’, ‘woman’, ‘king’. Given a pre-trained word2vec model v, one can
 compute v(‘woman’) +v(‘king’)−v(‘man’), which returns a set of ranked results, the
 top result being ‘queen’. Another example is when finding the capital of a country, e.g.,
 by finding the capital of China, one can compute v(‘Rome’)−v(‘Italy’) +v(‘China’),
 and get the top result being ‘Beijing’. Other examples are available in [25], and one of
 those are presented in Fig.2.9.


We have now presented word embeddings, with word2vec being one approach for learning
 them. By using a word embedding model to represent short entity descriptions, we have
 rich low-dimensional vectors which we can use for our neural network.


Now that we have established basic information on entities, types, KBs, related entity
 typing methods, neural networks and distributed representations, we can go ahead and
 design a new approach. An approach which takes advantage of word embeddings from


17https://code.google.com/archive/p/word2vec/



(39)short entity descriptions in order to type entities in KBs with NNs, the end goal to
support KBs with incompleteness.



(40)
Approach


In this chapter, we present our approach to designing and implementing a neural network
 with the goal to predict a single type given an entity and one or several inputs. First,
 we present the design of our neural network models in Sect. 3.1, followed by how we
 design our input components in Sect.3.2. Finally, we present our code implementation
 in Sect.3.3.



3.1 Architecture Design


We describe the design of two neural network models for automatically typing entities in
 a knowledge base.


3.1.1 Design Overview


Our approach is based on a multilayer percepteron (MLP), a simple neural network (NN)
 architecture consisting on vector representations of entities as inputs, and a softmax
 operation on the output layer to obtain a probability distribution among all types.


This model is simple yet also flexible to account for combining various input representa-
 tions possibly of different dimensions, as shown in [16], where a similar architecture is
 used for fine-grained typing of entity mentions in a corpus.


3.1.2 Architectures


We present two architectures, NeuType1 and NeuType2.


28
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Figure 3.1: NeuType1. Arrows indicate fully-connected layers, and number of nodes
 in a layer are within brackets.


NeuType1


The first architecture is NeuType1, and is presented in Fig. 3.1. It consists of a fully-
 connected feedforward neural network, and is able to handle different entity vector
 representations, which are given by input_A,input_Band input_Cinput components
 (cf. Sect. 3.2). A merge layer merge_M concatenates the available inputs into hidden
 layers hidden_M.1 and hidden_M.2. The outputs are transformed by softmax into a
 probability distribution across all possible 760 type labels in DBpedia ontology.1 This
 model resembles the simple learning framework introduced by Le and Mikolov [26], where
 a neural classifier is applied on a merging of multiple input vectors.


NeuType2


A deeper NN architecture is NeuType2, which is depicted in Fig.3.2. Unlike in NeuType1,
 here each input component is firstly fully connected to its own stack of hidden layers. In
 this way, its depth allows it to capture better each input entity representation before
 combining them by vector concatenation. Similar deep merging networks have proven to
 be effective versus another textual inputs composition for classification tasks [27].


3.1.3 Output


When defining the model output, we are interested in finding the single most correct
 type. We therefore address the problem as a multiclass, single-label classification task,
 and return the type with highest probability.


1We discard the<owl:Thing>root type, which is meaningless for our task.
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Figure 3.2: NeuType2. Arrows indicate fully-connected layers, and number of nodes
 in a layer are within brackets.



3.2 Input Components


We consider three input components: A,B, andC. Each of these input vector spaces
 aim to represent a particular information component of an entity.


Input A


Component A is the main input representation, and consists of word embeddings of
 short entity descriptions. Specifically, for an entityewe retrieve its short description se
 in DBpedia. We then assign to each tokenw inse its 300-dimensional vectorxin the
 word2vec pre-trained word embeddings, obtained by the approach presented in [24] on
 theGoogle News dataset2 as follows:


x=











vw, ifwinword2vec_model
 0, otherwise.


xthen is zero-valued for words not found in theword2vecmodel.


InputA is simply the centroidce of these word embeddings fore. This approach for the
 example entity Machine_learning is seen in Fig. 3.3.


2GoogleNews-vectors-negative300.bin.gzfromhttps://code.google.com/archive/p/word2vec/.
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