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(5) Abstract Cerebral palsy is a permanent motor dysfunction with no existing cure. Although there are no established tests to detect its presence, early diagnosis and treatment can greatly improve the chances of decelerating its symptoms. Children at risk of having cerebral palsy are today clinically observed over several years before receiving a diagnosis. An earlier diagnosis is based on an analysis of the idle movement of infants, but it is time consuming and requires specially trained paediatricians. A system based on computer vision may aid in this analysis, alleviating the need of scarce specialists, and with better accuracy. To address this, we want to apply anomaly detection models to analyse the movement of infants. Earlier studies have found the position of joints based on video recordings and created an annotated dataset of healthy and impaired infants. However, there exists no method for applying anomaly detection on this type of data. Our solution to this is the AnoMove method. AnoMove uses angles between joints to represents the movements of infants and transform them into frequencies using Fourier transformation. This is followed by a dimensionality reduction using PLS-DA. The result from this processing is used as the input for XGBOD, an outlier detection model. AnoMove uses the scores from XGBOD to predict abnormal movement. In addition to this, AnoMove can visualise the results from the preprocessing and anomaly prediction. By using AnoMove we could classify infant with promising results. Anomaly detection seems to be a well-suited approach for the problem of finding cerebral palsy in infants.. 

(6) Sammendrag Cerebral parese er en permanent motorisk dysfunksjon uten en eksisterende kur. Selv om det ikke er noen etablerte tester for å oppdage dens tilstedeværelse, kan tidlig diagnose og behandling i stor grad forbedre sjansene for å redusere symptomene. Barn med risiko for å få cerebral parese blir i dag klinisk observert over flere år før de får en diagnose. En tidligere diagnose er basert på en analyse av inaktiv bevegelse hos spedbarn, men den er tidkrevende og krever spesialutdannede barneleger. Et system basert på datasyn kan hjelpe i denne analysen vedå redusere behovet for spesialister og ha en bedre nøyaktighet. For å adressere dette, ønsker vi å bruke anomali-deteksjonsmodeller for å analysere bevegelsen til spedbarn. Tidligere studier har funnet leddens plassering basert på videoopptak og skapt et annotert datasett med friske og syke spedbarn. Det eksisterer derimot ingen metode for å anvende anomalideteksjon på denne typen data. Vår løsning på dette er AnoMove-metoden. AnoMove bruker vinkler mellom ledd for å representere småbarns bevegelser og transformerer dem til frekvenser ved bruk av Fourier-transformasjon. Dette blir fulgt av en dimensjonalitetsreduksjon ved bruk av PLS-DA. Resultatet fra denne behandlingen blir brukt som inndata for XGBOD, en detekteringsmodell for anomalier. AnoMove bruker resultat fra XGBOD for å finne unormale bevegelser. I tillegg til dette kan AnoMove visualisere resultatene fra data-prosesseringen og anomali-prediksjonen. Ved å bruke AnoMove kunne vi klassifisere spedbarn med lovende resultater. Anomalideteksjon ser ut til å være en godt egnet tilnærming for problemet med å finne cerebral parese hos spedbarn.. 
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(8) Outline Introduction The first chapter will give the reader an introduction to the problem at hand, the main goal, and research questions. It will also highlight work done in the specialisation project.. Theoretical Background Chapter 2 will give the reader an introduction into the theoretical knowledge that is used in this thesis.. Previous Work This chapter will present other research that are done before this thesis and that has given motivation and developed the necessary technology and methods for completing this thesis.. Method Chapter 4 gives the reader an introduction to the details of the dataset before it in detail explains the different parts of the model: preprocessing, anomaly detection, post processing and visualisation.. Results The results chapter presents the results from the entire method. It also includes results that made the baseline of important choices throughout this thesis.. Discussion In this chapter the authors will give their interpretation of the results and discuss choices that were made in the method. It will highlight different aspects of the method that could be explored further.. Conclusion Chapter 7 concludes our findings in the research done for this thesis.. iv. 
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(15) A.4 Results IForest . . . . . . . . . . . . . . . . . . . . . . . . . . . A.5 Results KNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . A.6 Results LOF . . . . . . . . . . . . . . . . . . . . . . . . . . . . A.7 Results OCSVM . . . . . . . . . . . . . . . . . . . . . . . . . . A.8 Results minimal movement tuning . . . . . . . . . . . . . . . . A.9 Results SMA tuning . . . . . . . . . . . . . . . . . . . . . . . . A.10 Results PLS-DA tuning . . . . . . . . . . . . . . . . . . . . . . A.11 Results window overlap tuning . . . . . . . . . . . . . . . . . . A.12 Results from window sizes for base models . . . . . . . . . . . . A.13 Results from angles for base models . . . . . . . . . . . . . . . A.14 Novelty detection results . . . . . . . . . . . . . . . . . . . . . . A.15 Results ensemble models . . . . . . . . . . . . . . . . . . . . . . A.16 Results from minimal movement tuning for ensemble models . A.17 Results from PLS-DA tuning for ensemble models . . . . . . . A.18 Results from window overlap tuning for ensemble models . . . A.19 Results from window sizes for ensemble models . . . . . . . . . A.20 Results from angles for ensemble models . . . . . . . . . . . . . A.21 Prediction results using XGBOD model. . . . . . . . . . . . . . A.22 Prediction results using LSCP model. . . . . . . . . . . . . . . A.23 Prediction results using Simple classifier aggregator with max. . A.24 Prediction results using Simple classifier aggregator with mean.. xi. . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .. 89 89 89 89 90 90 91 91 92 93 93 94 94 95 95 96 97 98 98 98 99. 

(16) 1. Introduction In this chapter the reader will be introduced to the background and motivation for this study. The chapter will provide basic information about cerebral palsy and explain why our study is important. Section 1.2 gives the reader an introduction to the InMotion project. In Section 1.3 we describe the problem and research questions for this thesis. The subsequent section describes the scope of the thesis. The chapter ends with a description of preliminary work done by the authors. This thesis is a continuation of the specialisation project done by the authors in the autumn of 2019. The following sections in this chapter are gathered from this project: Section 1.1 and 1.2.. 1.1. Cerebral Palsy Cerebral palsy (CP) refers to a group of neurological disorders that appear in infancy or early childhood and permanently affect body movement and muscle coordination. CP is caused by damage or abnormalities inside the developing brain that disrupt the brain’s ability to control movement and maintain posture and balance. [2] About 2.1 children per 1000 live births are diagnosed with CP. [3] There are several risk factors that increase the likelihood of having CP, such as premature birth or complications during pregnancy. Infants born with less than 28 weeks of gestation or with a birth weight under 1000g are in the high-risk group. Between 10-20% of infants in this group get CP. [4] Traditionally, diagnosing CP in infants is a tedious process. Trained experts can diagnose CP in infants as early as three months after term, but it is time-consuming, and not many doctors are trained in this technique. This leads to a high cost for diagnosing infants. Typically, CP is diagnosed between an age of 1 and 5 years, depending on the severity of the disease. Children have a higher brain plasticity the younger they are. Treatments for CP is more effective the more plastic the brain is, meaning that treatment should start as soon as possible. To be able to achieve this, new tools are made to facilitate early diagnosis of CP. The tools created should strive to be as non-invasive, easy, and accurate as possible,. 1. 

(17) to minimise the impact of the procedure on the infants and their parents.. 1.2. InMotion In recent years, experts from St. Olav hospital and researchers from NTNU have worked on a project called InMotion. The project is based on analysing symptoms of CP in infant movement from a video that can be captured in the comfort of the infant’s home. So far, the project has worked on extracting pose information from video, representing the infants by the position of its limbs. There is ongoing research on describing the symptoms from these videos, but currently no solution is in place. Until now, there are no one involved in the InMotion project that has treated the problem as an anomaly detection problem. The method described in this thesis is seen as an alternative to the deep-learning methods currently being tested in InMotion.. 1.3. Problem Description As of today, there exists no acceptable method for analysing the videos in InMotion, nor are there any methods for anomaly detection in general human movement to the authors knowledge. This report will lay the groundwork for such a method. Our goal for this study is to further investigate the possibility of using anomaly detection models to classify infant movements. In order to achieve this, we must also try to find new ways to represent the movement of infants based on the videos in the InMotion project.. Research Questions Our research goal for this thesis is: How can anomaly detection models be used to find abnormal patterns in infant movement caused by cerebral palsy? To be able to answer the question above, we will work around the following research questions. RQ1: How can infant movement be represented with minimal feature loss and a minimal number of dimensions? RQ2: To what degree can basic anomaly detection models predict cerebral palsy in infants? RQ3: What is the state-of-the-art in outlier detection?. 2. 

(18) RQ4: How do state-of-the-art outlier detection models perform when compared to basic anomaly detection models?. 1.4. Scope In this thesis, the focus will be on how to preprocess infant movement for use in traditional outlier detection models. No new outlier detectors will be researched, but we will evaluate the performance of existing off-the-shelf algorithms. To choose the correct outlier algorithm for our dataset we will run an extensive search through models and parameters and choose those that perform the best. These will be used as base estimators in an ensemble of outliers, which will perform as our predictor. The deliverables in this Master will be a pipeline with preprocessing, a predictor consisting of an outlier ensemble, and a visualisation tool to visualise the result of the predictor. This visualisation tool is both to aid researchers in understanding the results of the model but could also be used by medical professionals in their analysis of patients.. 1.5. Preliminary Work The authors worked on a specialisation project that lead up to this thesis. The research questions that were answered in that specialisation project were: RQ1: How can infant movement be represented in few dimensions? RQ2: To what degree can changes in angles as a signal be used to represent infant movement? RQ3: To what degree can Fourier transformation be used to generate data that can be used in standard anomaly detection methods?. 3. 

(19) 2. Theoretical Background This chapter will give a thorough introduction to the theory behind the proposed method presented in this thesis. The theory can be categorised into the different sections of a rather generic pipeline within data mining and machine learning, containing data preprocessing, model generation and training, and evaluation. Preprocessing • 2.2 Time series Input data. • 2.3 Signal processing. • 2.1 Infant movement. • 2.4 Clustering • 2.5 Dimensionality. Model generation. Evaluation. • 2.6 Anomaly detection. • 2.7 Evaluation metrics. Figure 2.1.: A generic data mining pipeline with the corresponding sections in this chapter.. We start off this chapter with an introduction to some of the medical background behind this research. Section 2.1 gives the reader an introduction to different terms and definitions that are used to describe infant movement. It also defines the differences between normal and abnormal movement. Following that, we cover the different aspects of our data and the required methods for preprocessing it. Section 2.2 explains what time series are and different types of time series. Digital Signal Processing (Section 2.3) introduces the reader to different terms, definitions and equations that are used in digital signal processing. Section 2.4 explains clustering and different methods to measure distance within clusters. Dimensionality (Section 2.5) explains different methods to reduce the dimensionality of data. Finally, we consider the theory behind the model we must build to carry out our predictions. Section 2.6 explains anomaly detection and presents the reader to different. 4. 

(20) algorithms that are commonly used in anomaly detection. The last section explains different evaluation methods that are commonly used in computer science and when evaluating medical results. This work is a continuation of the specialisation project done by the authors in the autumn of 2019. The following sections in this chapter are gathered from that project: Section 2.1, 2.2, 2.3, 2.4 (without the part on Minkowski distance), 2.6, 2.6.1 (until One-Class Support Vector Machine), 2.6.2 and 2.7 (until 2.7.1).. 2.1. Infant Movement Analysis Movement analysis is used for describing a subject’s movement and explain the relevant information surrounding the movement. This is relevant in physical examination and when diagnosing humans with diseases which affects movement. Infant movement analysis is a subset of movement analysis.. 2.1.1. General Movement Assessment General movement assessment is a method for diagnosing cerebral palsy in infants. Different movement patterns are described in Table 2.1. They are used to classify movements as normal or abnormal, and can give an indication whether or not infants have cerebral palsy. The method used when analysing general movements is called Gestalt perception and is a proven method for this task [5]. According to Gestalt psychology, the whole is different from the sum of its parts [6], meaning that one can perceive patterns in entire sequences, but not necessarily in each of its parts. Definition 1 General movement (GM)[5] General movement are on-going movements involving all body parts and appears particularly suitable for assessment.. 5. 

(21) Normal GMs From 9 to 49 weeks postmenstrual age (PMA) Fetal and preterm general movements (GMs). Similar to writhing movements (see below), but wider and jerkier, especially in the lower limbs.. Writhing movements (WMs). Variable amplitude, slow-to-moderate speed, typically ellipsoid limb trajectories lying close to the sagittal plane with superimposed rotations. Mostly expressed around term age (40 weeks PMA).. From 46 up to 64 weeks PMA Fidgety movements (FMs). Smaller than WMs, moderate average speed with variable acceleration in all directions, migrating through all body parts as an on-going flow of movement. Continual in the awake infant, except during fussing, crying and focused attention. Peak of expression around 3 months post-term (52 weeks PMA).. Abnormal GMs Preterm and WMs period Poor repertoire (PR). Monotonous sequences, few movement components, repetitive and not so complex as in normal WMs. Fluency may be reduced too, but is usually more spared than complexity and variability.. Cramped-synchronized (CS). No complexity, no fluency, no variability: all limb and trunk muscles contract and relax almost simultaneously.. Chaotic (Ch). Large amplitude, high jerk and chaotic order without any fluency or smoothness. Rare, often evolving into CS.. Hypokinesia. No or very few GMs are detectable during several hours (infrequent pattern, mostly seen in the first days after the onset of a severe hypoxicischaemic encephalopathy).. FMs period GMs Absent FMs (F M −). FMs are never observed in the whole period. Abnormal FMs (AF ). Fidgety-like movements, but amplitude, average speed and jerkiness are exaggerated. Table 2.1.: Description of different general movement patterns. Table from [5]. 6. 

(22) 2.1.2. Fidgety Movements Infants between 10-15 weeks have fidgety movements, which is spontaneous movements not initiated by external stimuli. Fidgety movements are characterised as a continuous stream of tiny and elegant movements in all directions, and are present in the neck, trunk, and limbs [7]. A lack of fidgety movements has been shown to indicate cerebral palsy. Doctors trained in Gestalt perception are able to analyse fidgety movements, but without an objective measuring system, physicians working alone risk drifting away from observation standards.. 2.2. Time Series A method of representing movement is as a time series. Times series can be used for multiple other problems like detecting trends, monitoring streaming data, and in different scientific measurements. In this section we will present usage of time series and common problematics. Definition 2 Time series [8] Let k ∈ N, T ⊆ R. A set of indexed elements of Rk , {xt |xt ∈ Rk , t ∈ T } is called an observed time series. A time series is a series of elements that are dependent on time. Each element x is recorded at a time step t. Time series analysis can be used in stock marked, weather forecast, speech recognition, earthquake prediction and many other areas [9]. One example of a time series can be seen in Figure 2.2. celsius. time Figure 2.2.: Example of a time series. The red line is an example of temperature in November. Time is represented on the x-axis and the temperature on the y-axis.. 7. 

(23) Types of Time Series Time series can be divided into two groups: univariable and multivariable data. Univariable has only one feature changing over time. An example of that can be temperature changing throughout the day. Multivariable on the other hand deals with multiple features. These features can all be dependent on time, but they can also be dependent on each other. In time series there are mainly two different types of problems, namely forecasting problems and classification problems. Forecasting problems uses historical data to predict future values. Weather forecasting is a good example of a forecasting problem using multivariable time series, as it considers several factors such as temperature, humidity and wind patterns. Classification problems takes the input data and classifies it into a given number of predefined classes. One example of a classification problem for time series can be detecting heart disease based on the heartbeat. By applying statistical analysis to time series, it is possible to detect features like trends, seasonality, outliers, long-term cycles, constant variance and abrupt changes. Detecting these features are important as they may impact the outcome of the prediction or classification. Statistical analysis can also be used to evaluate the best representation of the data, and what type of analysis it is possible to perform depending on the different features that are found in the statistical analysis.. 2.3. Digital Signal Processing Digital signal processing is essential in many applications, such as audio, sonar, digital image processing and control systems. It takes a signal and processes it into another domain. The result is a possibility to extract more information from the signal and apply different methods and operation to the signal for enhancing the different features. Definition 3 Signals [10] A signal describes how some physical quantity varies over time and/or space. The simplest signal is a sinus curve illustrated by the blue curve in Figure 2.3. Sound waves, radio transmissions and television broadcasts are all examples of signals. Definition 4 Signal processing [10] Manipulating a signal to change its characteristics or extract information from it. In signal processing there are typically three different classes of problems. The first class is the problem with eliminating noise from a signal. In Figure 2.3 there are two curves,. 8. 

(24) y. x. Figure 2.3.: The blue curve represents f (x) = sin(x) and the red curve represents f (x) with noise. both of them are sin(x), but one of them has added noise. The goal is then to eliminate the noise from the red curve so that the new curve matches f (x). The second problem is correcting distortion in signals. The final class of problems is extracting an indirect quantity from measured signals. This problem is further explained in Example 1. Example 1 Indirect information A radar transmits a signal to an aeroplane. The distance to an aeroplane is given by the time it takes the signal to go back and forth to the plane. Another parameter that can be calculated is the velocity, which is given by the Doppler shift in the signal. The distance and velocity are calculated not from the signal itself, but rather by extracting the information embedded in the signal.. Moving Average Definition 5 Moving average A succession of averages derived from successive segments typically of constant size and overlapping of a series of values. A moving average can be used to smoothen out sudden peaks in a time series signal, making it easier to compare different time series. The simplest form of moving average is the simple moving average (SMA). The average is taken from a window set either before the given value or on either side of the given value. By choosing a window before the given value, the value will be determined by historical data. This is often used in financial applications. By choosing a window on either side of the given value, the value is determined by its nearest neighbours. This is typically done as preprocessing in data science. Equation 2.1 describes a simple moving average with historical data and Equation 2.2. 9. 

(25) describes moving average with nearest neighbours.. pSM. n−1 pM + pM −1 + ... + pM −(n−1) 1X = = pM −i n n. (2.1). i=0. pSMnearest. n/2 pM +n/2 + pM +n/2−1 + ... + pM −n/2 1 X pM −i = = n n. (2.2). i=−n/2. Theorem 1 Nyquist theorem [11] A signal with bandwidth B can be completely reconstructed if 2B samples per second are used. The theorem introduces the Equation 2.3, where Rmax is the maximum data rate and M is the discrete level of signal. Definition 6 Aliasing [10] Aliasing occurs when the rate of sampling is too low to capture the true nature of a signal.. Rmax = 2B log2 M. (2.3). Aliasing is a common problem when sampling signals and occurs when the sampling rate is lower than the Nyquist frequency. Aliasing can be seen in Figure 2.4, where we have a sinus signal that is sampled. Figure 2.4a shows the original signal, with a frequency of 1. If we try to sample it with a sampling rate of 1, we get the signal in 2.4b, and not the original signal. Rather than finding the right sampling rate through experiments, Theorem 2.3 gives the correct sampling: 12 . Sampling with this rate gives the points represented by circles in Figure 2.4c and results in f (x) = f (x)sampled . One important feature of the Nyquist Theorem is that by applying the sampling rate given by the theorem the result will be the simplest function that fits every sample. This function obtained from fitting a function through every point f (x)sampled is the correct representation of the signal. Continuous Fourier Transform When working with signal analysis there are several different tools for describing or transforming the signal into another domain, one of these being the continuous Fourier transform. A Fourier transformation decomposes a signal into its constituent frequencies. This makes it possible to analyse the parts that make up a signal instead of the signal itself.. 10. 

(26) y. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14x. 11. 12. 13. 14x. (a) The red curve represents f (x) = sin(2πx). y. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. (b) The simplest function that intersect every point given with a sample rate of 1 is the sinus function f (x) = sin(πx).. y. 0. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14x. (c) Sampling with the rate of 21 given by the Theorem 2.3 gives f (x)sampled = f (x). This is clear when plotting both functions.. Figure 2.4.: Aliasing in a signal. An example of a signal transformed by continuous Fourier transform can be seen in Figure 2.5. The continuous Fourier transform is defined in Equation 2.4 and the inverse Fourier transform in Equation 2.5 Z. ∞. h(t)e−2πif t dt. H(f ) =. (2.4). −∞. Z. ∞. H(f )e2πif t df. h(t) = −∞. 11. (2.5). 

(27) Discrete Fourier Transform When working with time series we often have a sampled signal instead of a continuous one. The Discrete Fourier Transform (DFT) can be used when the data is discrete values as it iterates over every point and apply the Fourier transform to each point. This is showed by the Equation 2.6, and the inverse Fourier transformation is defined in Equation 2.7. H(k) will be a function that is a combination of sinusoids and that lies in the frequency domain.[12]. Figure 2.5.: A Fourier transformed signal. The original signal is at the top and comes from a x-coordinate of a limb in an infant in movement. The frequency data is at the bottom.. 12. 

(28) N −1 kn 1 X H(k) = h(k)e−2πi N N. (2.6). n=0. h(n) =. N −1 kn 1 X H(n)e2πi N N. (2.7). n=0. Fast Fourier Transform (FFT) Due to the high computational cost of calculating the discrete Fourier transform given by the Equation 2.6, the fast Fourier transform algorithm was created. The algorithm is based on the Cooley-Tukey [13] method, where it was proposed how manipulation of the window size and using recursion could simplify the problem from having a O(n2 ) runtime to a O(n log n) runtime. The algorithm works by using the Danielson-Lanczos lemma [14]. It says that a DFT in the size of a power of two can be rewritten as the sum of the DFT of the odd and even indexed entries of the original signal. Since the size is a power of two, this can be done recursively until the size of the DFT is 1, making it trivial to calculate. The Fast Fourier Transform algorithm can be seen in Algorithm 1. Algorithm 1: The Fast Fourier Transform algorithm Data: Vector ~x of 2n samples Result: Discrete Fourier Transform of ~x Set N to length of vector ~x if N is 1 then return ~x else Set ~xeven to FFT of the even indices of ~x Set ~xodd to FFT of the odd indices of ~x forall k = 0 to N/2 − 1 do Set t to ~xodd,k ∗ e−2πik/N Set DF Tk to ~xeven,k + t Set DF Tk+N/2 to ~xeven,k − t end return DFT end. 13. 

(29) 2.4. Clustering Clustering can be used to group together similar data points. There are multiple ways to cluster data, with common methods of data clustering being centroid-based clustering and density-based clustering. Centroid-based clustering revolves around clustering a data point to the nearest cluster prototype point. These prototype points are created iteratively based on the dataset and does not have to be in the dataset itself. Densitybased clustering finds areas in the data with a similar density between the data points and assigns clusters to the areas. An example of clusters can be seen in Figure 2.6. Definition 7 Cluster Analysis [15] Cluster analysis divides data into groups (clusters) that are meaningful, useful, or both.. 0.4. 0.3. 0.2. 0.1. 0.1. 0.2. 0.3. 0.4. 0.5. 0.6. 0.7. Figure 2.6.: Example of three clusters in a two dimensional space.. 2.4.1. Distance Measures When clustering datasets, two points must be directly comparable by measures such as geometric distance, density or other methods. As the data available for clustering can model any values, different measurements can be implemented. Three common choices for distance are manhattan distance, euclidean distance, and cosine similarity.. 14. 

(30) Manhattan Distance Manhattan distance is the sum of the differences in all dimensions between two data points. It is named after the distance a cab would have to drive in Manhattan by following the grid-pattern in the streets. It is also known as taxicab distance with the same origin, but also rectilinear distance, L1 distance, L1 distance, snake distance, and more. Manhattan distance is the simplest form of measurement between two data points. The equation for Manhattan distance can be seen in Equation 2.8 and an illustration in Figure 2.7. q y2. p y1 x1. x2. Figure 2.7.: Illustration of Manhattan distance. d(p, q) = d(q, p) =. n X. |pi − qi |. (2.8). i=1. Euclidean Distance Euclidean distance, also known as the straight-line distance, is the shortest path between two points in a Euclidean space. The equation for an n-dimensional Euclidean distance can be seen in 2.9 and an illustration in Figure 2.8.. v u n p uX d(p, q) = d(q, p) = (q1 − p1 )2 + (q2 − p2 )2 + · · · + (qn − pn )2 = t (qi − pi )2 i=1. (2.9). 15. 

(31) q. d( p, q. ). y2. p y1 x1. x2. Figure 2.8.: Illustration of Euclidean distance Minkowski Distance Minkowski distance is a generalised version of Manhattan and Euclidean distance. It is defined as follows: Let x = (x1 , x2 , . . . , xn ) and y = (y1 , y2 , . . . , yn ) ∈ Rn . The Minkowski distance d(x, y) of order p between the two point is defined in Equation 2.10 d(x, y) = d(y, x) = {. n X. 1. |xi − yi |p } p. (2.10). i=1. Minkowski distance has two special cases: When p = 1, the Minkowski distance is the same as the Manhattan distance, and for p = 2 it is the same as the Euclidean distance.. Cosine Similarity The cosine similarity is a similarity measure where the cosine of an angle between two vectors created by the data points are the measure of similarity. The measure normalises the amplitude of the dimensions in the data points, making only the angle between the data points matter. Cosine similarity is often used in document similarity, as it is effective on large sparse vectors. The equation a n-dimensional cosine similarity can be seen in 2.11 and an illustration in Figure 2.9.. 16. 

(32) q y3 h. y2 A. B. p θ y1 x1. x2. x3. Figure 2.9.: Illustration of Cosine similarity. n X. Ai Bi A·B i=1 v Similarity = cos(θ) = =v uX u n k A kk B k u n 2 uX t Ai t Bi2 i=1. (2.11). i=1. 2.4.2. K-means Clustering K-means clustering is a popular method of centroid-based clustering. It is based on dividing a dataset into k ∈ N different clusters, with k being a tuneable parameter. [15] The algorithm starts by initialising k points within the data set. These prototype points can either be chosen randomly between the data points, or new points can be created within the range of the data. All data points are assigned to their nearest prototype point, creating the clusters. These clusters are then improved by iteratively recalculating the prototype points and reassigning data points to their nearest cluster. The recalculation is done by moving the prototype points to the mean value of the points currently assigned to it. All data points are then again assigned to their closest prototype point. This is repeated until the prototype points recalculation yields the same results as last iteration. The algorithm can be seen in Algorithm 2. In Figure 2.10, K-means with different k-values can be seen on the same dataset. Kvalues of 3, 5, and 6 all seem to fit the dataset, meaning there is no absolute correct k-value without additional information.. 17. 

(33) 0.4. 0.4. 0.3. 0.3. 0.2. 0.2. 0.1. 0.1. 0.1. 0.2. 0.3. 0.4. 0.5. 0.6. 0.7. 0.1. (a) k = 2. 0.4. 0.3. 0.3. 0.2. 0.2. 0.1. 0.1. 0.2. 0.3. 0.3. 0.4. 0.5. 0.6. 0.7. 0.4. 0.5. 0.6. 0.7. (b) k = 3. 0.4. 0.1. 0.2. 0.4. 0.5. 0.6. 0.7. (c) k = 5. 0.1. 0.2. 0.3. (d) k = 6. Figure 2.10.: Example of how k-means clusters a dataset with different k values. The centroid for each cluster is a black pentagon.. Algorithm 2: K-means clustering Select K points as initial centroids while Centroids do not change do Form K clusters by assigning each point to its closest centroid Recompute the centroid of each cluster. 18. 

(34) 2.5. Dimensionality The curse of dimensionality, first introduced by Bellman [16], is a common problem that often arises when dealing with data in high-dimensional spaces. One of the main problems is that when the dimensionality increases the volume also increases. This leads to the distance between each datapoint becoming so large that the data becomes increasingly sparse. There exists a lot of different techniques to mitigate this problem. Some of those methods are the principal component analysis (PCA) and partial least squares discriminate analysis (PSL-DA). 2.5.1. Principal Component Analysis The definition of principal component analysis is given by Alexander N. Gorban [17] and is cited in Definition 8. The goal of PCA is to reduce the number of variables in the dataset while containing as much information as possible. To achieve this, PCA finds the variables that correlates the most and combine them to form a smaller set of variables that can describe the data. Definition 8 PCA is a data analysis technique that relies on a simple transformation of recorded observation, stored in a vector z ∈ RN , to produce statistically independent score variables, stored in t ∈ RN , n ≤ N , see Equation 2.12. t = PT z. (2.12). Here, P is a transformation matrix, constructed from orthonormal column vectors. [17] x1. x2. .... xn. x1. x2. .... xn. 2 9 8 1 1 0 5 3 4 avg = 3.67. 1.9 1.1 0.9 0.5 1.7 0 2 1 1.1 avg = 1.13. ... ... ... ... ... ... ... ... ... .... − − − − − − − − − −. -1.67 5.33 4.33 -2.67 -2.67 -3.36 1.33 -0.67 -0.33 avg = 0. 0.77 -0.03 -0.23 -0.63 0.57 -1.13 0.87 -0.87 -0.97 avg = 0. ... ... ... ... ... ... ... ... ... .... − − − − − − − − − 0. Table 2.2.: Original datapoints before normalisation.. Table 2.3.: Datapoints after normalising them.. 19. 

(35) PCA has four main steps: 1. Normalize the data by subtracting the mean from each point. An example of this can be seen in Table 2.2 and Table 2.3 2. Calculate the covariance matrix for the data with Equation 2.13. Pn COVx,y =. − x)(yi − y) n−1. i=1 (xi. (2.13). 3. Calculate the eigen values and eigen vectors for the covariance matrix. Then multiply the original data with the eigenvectors. 4. From the scores from the above step it is possible to find the variables that correlates the most. Drop the original datapoint and use the transformed data (eigen vectors) to find new patterns that shows the correlation between points.. 2.5.2. Partial Least Squares Discriminant Analysis Partial least squares discriminant analysis (PLS-DA) [18] has many different methods and usages. In this thesis, a short introduction to the classification technique will be given to the reader. This is a technique to determine what group a new sample has the highest likelihood to belong to. Other techniques that are related to PLS-DA will not be covered in this thesis. PLS-DA tries to decide which of two groups a sample belongs to. It can be regarded as a linear two-class classifier. Figure 2.11 shows an example of this, one straight line that divides the data into two groups. The figure illustrates this by using two dimensions. When there is more than two dimensions PLS-DA represents the variables in hyperplanes in multidimensional space. PLS-DA is a continuation of the partial least squares regression (PLS-R) and is therefore build on the basics from PLS-R. That is, building a regression model between a data matrix (X) that represents a set of analytical measurements and a vector (C) that represents the labels for each sample. This is illustrated in Figure 2.12.. 20. 

(36) 100 90 80 70. y. 60 50 40 30 20 10 0. 0. 1. 2. 3. 4. 5 x. 6. 7. 8. 9. 10. Figure 2.11.: Example on a linear two-class classifier.. X. C. PLS-DA model. Figure 2.12.: PLS-DA regression. When the model is built it is possible to use it to predict data in the original data and future data points that arises. PLS-DA is used for sharpening the separation between different groups in a dataset. This is done by applying the above method and maximise the separation among classes in the dataset and to gather information about which variables contains the necessary information.. 21. 

(37) 2.6. Anomaly Detection Anomaly detection consist of finding data that is different from some defined normal behaviour. It has many different applications and can be used in a lot of domains, such as malware detection, fraudulent email, credit card fraud, investments, healthcare diagnosis, and patient monitoring. An example of a point anomaly can be seen in Figure 2.13. Definition 9 Anomaly [19] Anomalies or outliers are substantial variations from the norm.. 0.3. 0.2. 0.1. 0.1. 0.2. 0.3. 0.4. 0.5. Figure 2.13.: Example of point anomaly. The red triangle is a point anomaly. It is significantly far away from the rest of the points. The blue points can be viewed as a cluster and the red triangle is therefore an anomaly. One important problem in anomaly detection is differentiating between noise and anomalies. This is an important and challenging task, because in some cases anomalies and noise can be interpreted as the same thing. Take Figure 2.14 and 2.15, in the first figure the point a1 and a2 are anomalies in a given time series, but they can also be viewed as noise. If we treat it as noise, we end up with the data represented in Figure 2.15, which will give a completely different result then the data from Figure 2.14. Because of this it is important to choose an approach that can handle noise and differentiate between noise and anomalies.. 22. 

(38) y. y a2. a1. time. time Figure 2.14.: Data with anomalies (a1 & a2 ).. Figure 2.15.: Removed the anomalies from Figure 2.14. In anomaly detection there are mainly three approaches: distance-based, density-based and rank-based. [19] • Distance-based : Points that are farther from others are considered more anomalous. The points (a1 & a2 ) with red circles in Figure 2.13 can be an example of distancebased anomaly. • Density-based : Points that are in relatively low density regions are considered more anomalous. The two blue squares in the bottom in Figure 2.13 can be seen as a cluster with high density. The red triangle can also be a cluster with only one element, or an anomaly. • Rank based : The most anomalous points are those whose nearest neighbours have other points as nearest neighbours. See Example 2. Example 2 Rank based anomaly detection Imagine a social network where the people rank their friends from closest friends to acquaintances. You want to cluster this network to find circles of friends. To do this you analyse how the people rank one another as friend. Bob has four highly ranked friends, and all of Bobs friends has Bob and each other as their highest ranked friends. This makes Bob and his friends a cluster. However, if none of Bobs friends has him as one of their closest friends, it makes Bob an outlier.. 23. 

(39) When trying to choose an approach it is important to analyse the nature of the data. The nature of the data can be classified into three groups: supervised, semi-supervised or unsupervised. Data that are supervised have known labels for a set of training data. This training data defines the comparison and distance for the rest of the dataset. Unsupervised data have no labels, so when calculating the distance or the comparison it needs to take the whole dataset into account. The final group is semi-supervised, where there are some known and some unknown labels. This is often the case in anomaly detection problems, where you have the labels for normal data, but no labels for abnormal data.. 2.6.1. Anomaly Detection Algorithms There has been done a lot of research in the anomaly detection domain and there are numerous different algorithms for detection anomalies. Some of the best known algorithms are k-NN and Local outlier factor. These algorithms have different strengths and weaknesses and gives good results in detecting anomalies.. k-NN The k-NN algorithm determines outliers based on the distance to the neighbours of the data points. A point is labeled as an outlier if the distance from its neighbours is more than the rest of the set. The algorithm can either use only the distanceP to its kth neighbour dk (p) [20], or the sum of the distances to the k nearest neighbours ki=1 di (p). [21] One weakness of the k-NN algorithm is that the user must specify the number of the parameter k, which is the number of nearest neighbours. The output of the algorithm is a ranked list of anomalies, and a parameter n extracts the top n ranked results as outliers.. Local Outlier Factor The local outlier factor (LOF) is an algorithm to find anomalies based on the local deviation of a data point with respect to its k nearest neighbours. [22] A point is an anomaly if the LOF is large, and the LOF is calculated with the following steps: 1. Calculate the distance to the kth nearest neighbour dk (p) 2. Let the set of the k nearest neighbour be denoted by all points which are closer than the kth nearest neighbour. Nk (p) = q ∈ D − p : d(p, q) <= dk (p). 24. 

(40) 3. Define the reachability distance of a point q from p as dreach (p, q) = max(dk (p), d(p, q)) 4. Define the local reachability density lrd as the reciprocal of average reachability distance. P q∈N (p) dreach (p, q) −1 lrdk (p) = ( ) |Nk (p)| 5. The local outlier factor is then determined by comparing the lrd of all points in Nk (p). P lrd(o). LOFk (p) =. o∈Nk (p) lrd(p). |Nk (p)|. A LOF of around 1 indicates a normal datapoint, while a LOF larger 1 indicates anomalies.. One-Class Support Vector Machine One-Class support vector machine (OCSVM) [23] is a version of support vector machines that can be used for outlier detection. It has a methodology containing three steps: 1. In the first step, map the sampled data into a higher dimensional feature space. 2. After the data is mapped, they are enclosed in a geometric figure. To accomplish this, the different parameters of the figure needs to be determined. These parameters are calculated by solving a linear optimisation problem. 3. The last step is to find the global outliers. This is done by each node broadcasting its parameters to other nodes. In the end one node will receive parameters from all other nodes. This is known as the central node. The central node merges the node and computes the global parameter for the data. The merged parameters are then broadcasted from the central node to every other node in the network. Each node classifies themselves as an outlier or not, based on their distance from the central node.. Angle-Based Outlier Detection Angle-based outlier detection (ABOD) [24] tries to solve the problem with a high number of dimensions. When mining high-dimensional data the distance between points becomes less important. ABOD uses instead the angles between points to compare them with each other. In Figure 2.16 a simple data set is illustrated and shows the main idea of ABOD. Points within a cluster have a high variance in their angle between other points in the same cluster, while outliers will have a small variance in angle to all points. The. 25. 

(41) outlier angle γ has a much lower angle than the rest of the angles within the cluster and is thereby an outlier. The main advantage of ABOD is that it is parameter-free, however this increases the computational cost, which is O(n3 ).. Figure 2.16.: Example of ABOD detecting an outlier.. Histogram-Based Outlier Scoring Histogram-based outlier scoring (HBOS) [25] makes a univariate histogram for each dimension in the dataset. For numerical values two different methods are evaluated. (1) Static bin-width histograms or, (2) dynamic bin-width histograms. The first method is based on the standard histogram technique using k equal width bins. The frequency of samples that are seen in the same bin are used to estimate the density for that bin. The second method starts by sorting the values and grouping Nk values into a single bin. k is the number of bins and N is the total number of instances. Each dimension in the dataset have now an individual histogram where the height of each bin represents the density of data. The next step is to normalise the histogram in such a way that the maximum height is 1.0. Then the HBOS over every instance p is calculated using Equation 2.14.. HBOS(p) =. d X i=0. 26. log(. 1 ) hist(p). (2.14). 

(42) Cluster-Based Local Outlier Factor Cluster-Based Local Outlier Factor (CBLOF) [26] is a measure of both the size of the cluster that a given point belongs to and the distance between that point and its cluster. CBLOF is an outlier factor that gives a degree of a record’s deviation. CBLOF starts with a clustering algorithm that partitions the dataset into clusters. It then divides these clusters into small and large clusters, and for every point the outlier factor is calculated. Small clusters are treated as outliers relative to the large clusters. These two steps, clustering and calculating the outlier factor, only need one scan of the dataset each. This gives CBLOF a linear complexity, so it handles large dataset well.. 2.6.2. Ensemble Models A technique that is getting traction within anomaly detection is ensemble models. When using ensemble models, a system based on the scores of multiple other outlier detection algorithms is created. There are two different architectures of ensemble models, sequential ensembles and independent ensembles. In an independent ensemble you calculate the anomaly score from many different anomaly algorithms like k-NN, LOF, OCSVM, and others. You can also run the same algorithms with different parameters or subsets of the data. The output of the algorithms is then normalised and combined to one score. A sequential ensemble does the anomaly algorithms in sequence, making the output of one algorithm the input of another. The final output is then the score of the last anomaly algorithm, with no need to combine outputs. Another distinction between ensemble models is model-centred and data-centred ensembles. A model-centred ensemble focuses on running different algorithms or parameters of algorithms on the same dataset. Data-centred ensembles runs the same algorithm on different dimensions or subsets of the dataset. Ensemble models can either be modelcentred, data-centred, or a combination of both.. 27. 

(43) 2.7. Evaluation Metrics When evaluating a method, it is important to have some standardised measures. Sensitivity and specificity are two statistical measures that are used when evaluating binary classification. Sensitivity is given in Equation 2.15, and it gives a measure on the proportion of positives that are correctly classified. One example can be a measure on the percentage of how many people that have a given disease and have been classified with the disease. Specificity is given in Equation 2.16 and is a measure on how many negatives that are correctly classified. True positive, false positive, false negative and true negative are given in Table 2.4.. Predicted condition. Positive Negative. True condition Positive Negative True positive False positive False negative True negative. Table 2.4.: Table of true positive, false positive, false negative and true negative.. Sensitivity =. T rue positives T rue positives + F alse negatives. (2.15). Specif icity =. T rue negatives T rue negatives + F alse positives. (2.16). 2.7.1. Receiver Operating Characteristic Receiver operating characteristic (ROC) is a common way to analyse results in clinical research. It is used to describe the performance of a given method. A ROC curve is created by plotting the true positive rate (sensitivity) as a function of the false positive rate (1-specificity). [27] ROC analysis is mostly used when the task is to differentiate two mutual exclusive conditions, like whether a disorder is present or absent in an infant. ROC is also used as a tool to choose the optimal method and to discard methods that are less optimal. When the ROC curve is above the diagonal (the black line in Figure 2.17) it is an indicator that the method is able to separate the classes and not only guessing the predictions.. 28. 

(44) 2.7.2. Area Under Curve The area under the curve (AUC) is a measure for how good a method is to classify data correctly. An example of a AUC can be seen in Figure 2.18. The higher the AUC score is, the better the method can predict a 0 as a 0 and a 1 as a 1. The AUC score is calculated by taking the integral of the ROC curve, also known as the area under the ROC curve. AUC scores goes from 0 to 1. A good method has a score near 1, which implies that the method has a good measure for separability. A bad method will have an AUC score closer to 0.5 and will perform badly at classifying data correctly. If the score is 0 it will predict negative classes as a positive class and vice versa perfectly. When the score is 0.5 it means that the method does not have any form of class separation and results are more about luck than anything else. ROC. TPR. TPR. FPR. FPR. Figure 2.18.: Example of a ROC-AUC. Figure 2.17.: Example of a ROC. 29. 

(45) 3. Previous Work In this chapter the reader will be introduced to previous work that has been done in related fields. The following topics will be covered in this chapter: earlier work on infant movement analysis, previous work done by the InMotion project, anomaly detection in human movement, anomaly detection in the frequency domain, classification of infant movement using ensemble learning, and state of the art ensemble models. This thesis is a continuation of the specialisation project done by the authors in the autumn of 2019. The following sections in this chapter are gathered from that project: Section 3.1, 3.2 (without State of the Art), 3.3, 3.4 and 3.5.. 3.1. Early Work on Video Based Infant Movement Analysis In 2009, Adde et al. predicted CP by measuring motion in a video through comparing pixels on a frame by frame basis. [28] They analysed quantity of motion by observing what ratio of pixels changed between each frame. This metric, as well as the velocity and acceleration of motion, was used to predict CP. The results from Adde et al. indicates that the features engineered in their paper are too simple to correctly model the movement patterns of an infant. With a target sensitivity of 81.5, the quantity of motion metric was only able to score a specificity of 44.4. This low level of specificity means that more than half of healthy infants gets diagnosed as impaired. Since 90% of infants in the risk group is healthy, a large number of infants get a false diagnosis with this test. New methods in video tracking facilitates the possibility of engineering a more accurate model without adding too much complexity.. 30. 

(46) Figure 3.1.: Image representation of motion analysis by Adde et al. To the left is the cropped input image to the algorithm, and to the right is the changed pixels between two frames in the video. These pixels are used to calculate a quantity of motion, used to predict CP. Image from [28].. 31. 

(47) 3.2. Automated General Movement Assessment Analysis in InMotion In the recent years, multiple students at NTNU have worked on automating the process of general movement assessment analysis as their thesis. In 2018, Groos and Aurlien used machine learning to extract skeleton data from videos of infants. [29] The infant was tracked in 7 different points, with an accuracy of about 1 cm. The results from this master is the CIMA dataset, which opened possibilities for other methods of classification than image analysis.. Figure 3.2.: Tracking points in CIMA. Image from [29]. In 2019, Wiik and Theisen tried to solve the prediction problem by training a convolutional neural network on the dataset generated by Groos and Aurlien. [30] They represented the data in 10 seconds intervals by tracking the movement of the points and representing them with lines of unique colours. The solution experienced a large number of false negatives, with some configurations failing to predict a single infant. Wiik and Theisen only had a dataset of 378 videos and discussed the possibility of the results coming from the network not being able to generalise the data on such a small dataset. They also discussed the difficulties of classification on an unbalanced dataset.. 32. 

(48) Figure 3.3.: Data representation in the method of Wiik and Theisen. Each line is 10 seconds of movement from one tracking point. Noise is cleaned by using clustering. Colour spectres are used to signify time in the movement. Image from [30].. State of the Art In 2020 Espen A.F Ihlen et al. [31] presented a novel machine-learning model, the Computer-based Infant Movement Assessment (CIMA) model for predicting CP based on video recordings. The CIMA model works by finding a percentage of how much movement of an infant is predicted to be CP-related. Espen et al. converted the x- and y-coordinates from the tracking data into timefrequency by using multivariate empirical mode decomposition (MEMD) and Hilbert Huang transformation. They divided the time-frequency data into period of 5 second each with no overlap. Each of the time windows were labelled with CP or non-CP according to the infants CP status. From this data they used partial least square regression with a backward feature selection to select the features. Then Espen et al. used a linear discriminative analysis to classify each of selected features as features that are commonly found in infants with CP. The CIMA model gives each 5 second window a label of 0 or 1 corresponding to the presence of CP. The final classification uses a threshold of 50% to decide the absence or presence of CP movement for an infant. This implies that over. 33. 

(49) 50% of the 5 seconds windows for the infant need to be classified as CP to predict the presence of CP in an infant. Espen et al. got a sensitivity of 92.7% and a specificity of 81.6% on their CIMA model. The ROC graph from the model can be seen in Figure 3.4. To the authors knowledge this is the state-of-the-art model for predicting CP in infants.. Figure 3.4.: The ROC graph from the CIMA model. Taken from [31].. 34. 

(50) 3.3. Anomaly Detection in Human Movement Not much research has been done on anomaly detection in human movement for medical diagnosis. In 2016, Ngyuen et al. used a hidden Markov model on 3D pose data collected from a Kinect to recognise abnormal gait. [32] They prepared the data by selecting angles in joints which described human posture. These postures were collected by clustering all angles at given times into clusters. The clusters were marked with a unique id, and a hidden Markov model was trained on the transition between the clusters. On a dataset containing healthy individuals and individuals with either Parkinson or stroke, the system was able to diagnose them from their gait with a specificity of 0.8 and sensitivity of 0.88. This exact method cannot be used in the task of detecting anomalies in infant movement. It assumes that the movement happens in cycles, which is the case for gaits but not for fidgety movement in infants.. 3.4. Anomaly Detection of Building Systems using Frequency Domains In 2012, Wrinch et al. used frequency domain analysis to find anomalies in power usage of buildings with smart energy meters. [33] They used travelling time windows for frequency domain analysis with different window sizes. By doing this they could look at frequencies for energy usage in windows from 4 hours to 1 week. They found that with different window sizes they could extract different features. The smaller windows were able to capture the lesser power usage while workers were out for lunch, while windows of larger length were able to capture the daily cycles of power usage. The anomalies in the frequency domains were found by experts, so no automated system was proposed. The results from Wrinch et al. indicated that it is possible to use the same method of feature engineering by using different window sizes of the Fourier transform to capture different characteristics of infant movement.. 35. 

(51) 3.5. Video-Based Early Cerebral Palsy Prediction using Motion Segmentation In 2014 Hodjat Rahmati et al. [1] used a motion segmentation method for extracting motion data from videos of infants. They based their framework on [34] which is divided into three parts, dense trajectories, graph-based segmentation algorithm and a tracking algorithm. The dense trajectory algorithm is used to track the entire body of the infants. Segmentation is then applied to distinguish the different body parts from each other. The different trajectories are divided into groups belonging to different body parts. This split is done with the use of a graph-cut optimisation algorithm. The output of this step is a label for each segment. The last step tracks the segmentation and outputs a single trajectory for each segment. Classification was done using a support vector machine classifier and the result can be seen in Table 3.1. The results from this research shows a low sensitivity of 50%, but with a high specificity of 95%. Hodjat Rahmati et al. conclude that it is possible to make prediction of CP sub-types by analysing different body parts separately. Data set. Sensitivity. Specificity. Accuracy. Motion segmentation. 50%. 95%. 87%. Table 3.1.: Classification results for motion-segmentation data set from [1].. 3.6. Image-Assisted Discrimination Method for Neurodevelopmental Disorders In 2019 Xiaohui Dai et al. [35] used ensemble learning classification to classify motion patterns in infant’s limbs. They used a Kernel Correlation Filter to track the movement of the limbs, and obtained the motion trajectory for each limb for the x- and y-axis. Xiaohiu Dai et al. found that difference between normal and abnormal infants was present in the y-axis, while no discriminative features was found in the x-axis. Xiaohui Dai et al. used the discrete wavelet transform to transform the signal and keep the frequency and time information. Since the waveform has high and low-frequency parts they used low- and high-pass filters to differentiate them. To get more information about the captured signal, Xiaohui Dai et al. looked at the power spectrum for the signal. The power spectrum was calculated by taking the square of the amplitude of the original signal.. 36. 
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        The difference is illustrated in 4.23, and as we see, it is not that large. The effect of applying various wall treatments is of course most apparent in the proximity of the wall.
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        [ 58 ] On the basis of thirteen events of in situ Cluster ob- servations from the reconnection region we have examined whether magnetotail reconnection can produce the
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