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Foreword 


My son, Jakob, started school at six, and soon learned to read and write. One day he 
 observed, “Mum, the world is filled with text; it wasn’t when I was five”. He was on 
 his way to becoming literate and to be able to take part in literate society. His 
 observation is accurate, the world does indeed look different once one is able to read 
 and write. In school and in most workplaces, being able to write accurately, 


efficiently and with little effort is important for participation and success. However, 
 the importance of literacy is spreading to other areas of life as well, and being literate 
 is important to be able to take part in everyday social life. Technological development 
 and the electronic revolution including PCs, smartphones, texting, emailing and the 
 use of an increasing number of apps and programs in all domains of life have made 
 digital communication an essential aspect of our lives. 


Two things in particular have inspired me, and have been important to me in writing 
 this thesis: First, all the different writers I have met while working as a teacher. 


Second, my liking for maths and science.  I will explain why below. 


In early summer 2012, I read the description of the CATO project. The project’s aim 
was to find factors that aid, support and stimulate text production. In my work as a 
teacher, I had seen how words came easily to some students. When they are given a 
writing assignment, their ideas and thoughts are easily transformed into letters 
making up a text. For others this process is a struggle. They might have ideas they 
wish to express, but it is as if they cannot manage to follow up these initial ideas, and 
they might struggle to get these ideas down on the paper. My thought was that a PhD 
project that might actually be of use in helping some of these struggling writers 
would be well worth the effort. I became curious, and wanted to know more about 
text production and writing processes. To be honest I barely knew anything about this 
when I first read the project description, so I realized I had to find out more and I 
needed to find out quickly. That summer, instead of bringing a novel to the beach I 
brought a copy of Åsa Wengelin’s thesis Text production in Adults with Reading and 
Writing Difficulties.  



(7)I have always had a tendency to prefer quantitative research and experiments when 
studying humanities subjects. I think this relates to my preference for maths, 
chemistry and physics while studying at upper secondary school. Reading the 
description of the CATO project, I realized this project would involve experiments 
and great amounts of data. Getting to know the writing literature, I became interested 
in several experiments that used eye tracking and key logging. It was especially 
fascinating to read that development of new technology has opened for new 
possibilities to test and possibly rethink theories about writing and written word 
production.  
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Abstract 


The aim of this PhD-project was to explore word-level processes involved in writing, 
 and in particular word-level disfluencies. I have investigate what predicts word-level 
 processes and disfluencies, and how word-level disfluencies can influence aspects of 
 the final text. Two broad questions were addressed; What are the causes of word-
 level disfluency in written production?, and What, if any, are the consequences of 
 word-level disfluency when the writer is composing full text? 


Article 1 investigates the writing process and the written product of a group of 
 dyslexic students and a group of control students. Results from this article indicate 
 that students diagnosed with dyslexia have a word-level focus when writing, and that 
 this word-level focus is related to the writing process and not them struggling to read 
 what they have written. 


Article 2 is an investigation of the spelling process and spelling accuracy in a group 
 of 6th graders. Results indicate that the spelling process persists beyond typing onset. 


Moreover, word-split performance and non-word spelling accuracy predict spelling 
 accuracy. Spelling response latencywas predicted by non-word spelling response 
 latency, and by key-finding speed. Keystroke intervals within words was predicted by 
 word-split performance, non-word spelling RT and key finding speed.  


Article 3 investigates the relationship between spelling, motor execution processes 
 involved in keyboarding, text composing processes and text quality measures. Results 
 indicate that the transcription measures; copying, key finding and spelling, all 


influence word-level processes when producing text. Moreover, results indicate that 
 word-level disfluencies have a negative impact on measures of text quality. 


Article 4 is a theoretical investigation of existing technical aids for writing support, 
 and the general ideas underpinning these. A shift from having correction as the main 
 element, to a writing aid having fluency as the main principle is suggested. 


My conclusion is that word-level disfluencies are related to spelling, and that word-
level disfluencies can influence aspects of the final text. 
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1.  Introduction 


I have titled my thesis “My spelling is wobbly” – Causes and consequences of word-
 level disfluencies in written composition. The introductory phrase of the title sites 
 Winnie the Pooh describing his spelling, and it is meant to draw attention to the 
 importance that spelling has in written word production. The rather informal qualifier 


“wobbly” is an eye-catcher, but also illustrates my focus when discussing spelling. 


The focus is not on spelling errors, but instead on the process of spelling, and how 
 this process sometimes is unstable and insecure. Next, I include the term disfluencies. 


I am aware that using the term in the title may be deemed an academically ‘bold’ 


thing to do. Researchers with a preference for more neutral, established terms may 
 consider the term ‘disfluency’ as being either too polemic, too imprecise or simply 
 inappropriate. The reason I have chosen to emphasize the term disfluency in the title 
 is to draw attention to what I believe is a central aspect in written word production. 


To use the term polemically, or to acknowledge its polemic potential, may help to 
 maintain a clear focus – for you, the reader – and to emphasize that disfluency as a 
 phenomenon is a subject that deserves attention.  


The term disfluency cannot be separated from the term fluency. In reading, 


Tønnessen & Uppstad (2015 p.75) see fluency as “thinking one’s way through a text 
 without the written medium obstructing one’s though”. I think this view of fluency 
 can be applied to writing as well – writing fluency is thinking one’s way through a 
 text without the writing medium obstructing ones thought.  A disfluency in word 
 production in this context is a latency time for keys word initially or in the middle of 
 a word that for the particular location is so long that it is expected to be disruptive.  It 
 follows from the definition of fluency that I expect these to be disruptive if they are 
 caused by the written medium. In the present context, consequences of deletions or 
 word-level revisions are not investigated although these actions might be considered 
 disfluencies as well. I am aware that the term disfluency has negative connotation; 


however, I think this serves to pinpoint something important in that it suggests that 
long latency times at the word-level might disturb written language production as a 
whole.  



(14)In the foreword, I referred to my son‘s description of the world as “filled with text”. 


In such a world, it is obvious that written communication remains important and its 
 importance is - if anything - is increasing. Therefore, it is an important task for 
 decision makers and politicians to make sure that all groups are able to express 
 themselves in written language, and are enabled take part in this literate society. Even 
 more so, for educators and developers of supportive writing tools, it is essential to 
 focus not only on the final written text, but also on the writer – the human, and the 
 process she is involved in while writing, pulling the research fields of psychology and 
 linguistics together. This entails a substantial challenge for me as a writing researcher 
 – to acquire more knowledge about temporal characteristics of the writing process. In 
 particular, this means, examining how different processes involved in writing are 
 interrelated and investigating the mechanisms behind written word production.  


A reasonable amount of research has already been done to acquire knowledge about 
 the processes involved in writing (Bereiter & Scardamalia, 1987; Flower & Hayes, 
 1981;  Hayes & Flower, 1980; John R Hayes, 2012; van Wijk, 1999). Less however, 
 is known about the low-level transcription processes involved in word production. It 
 is suggested that low-level transcription skills might influence higher level processes 
 and possibly text quality (Graham, Berninger, Abbott, Abbott, & Whitaker, 1997; 


Limpo, Alves, & Connelly, 2017; McCutchen, 1996), although there is mixed 
 evidence of this. Moreover, the literature has indicated that having a word-level focus 
 is a characteristic of struggling or dyslexic writers (Wengelin, 2007), and that this 
 word-level focus might be related to transcription (Sumner, Connelly, & Barnett, 
 2013). More information is needed to understand the mechanisms underlying low-
 level transcription processes, and to find out if and how processes at the word-level 
 can influence other aspects of writing.  


The work included in this thesis contributes to psycholinguistics by exploring the 
production of single words within the context of full text, and by unpacking some of 
the mechanisms behind word-level production and disfluencies. Moreover, by 
investigating written text production in a group of dyslexic writers, I contribute to a 
field of research where relatively little has been done. As such, this thesis is a study 



(15)of written language production. My aim is to explore word-level processes involved 
 in writing, and in particular word-level disfluencies. I want to investigate what 
 predicts word-level processes and disfluencies, and find out if word-level disfluencies 
 can influence aspects of the final text.   


Linking back to education and writing support, and to my experience with struggling 
 writers, the initial idea was that it might be more important for a writer to maintain 
 fluency when writing, rather than ensuring that all words are correctly spelt. In the 
 next section, I will explain the rationale behind the assumptions that fluency is 
 important and that word-level disfluencies can be negative for text production. 



1.1  Background  


In Levelt’s theory, language production is theorized as involving multiple, 


interrelated processes (Levelt, 1983, 1989).  Levelt’s model, describes production of 
 spoken language as consisting of five components: message construction, 


formulating, articulating, parsing and monitoring. Although Levelt’s model was 
 originally designed to describe speech production, expressing an idea, whether in 
 speech or in writing, assumes some common linguistic units before motor execution. 


In the message construction phase, the speaker conceptualizes what she intends to 
 say. Next, the speaker transforms the pre-linguistic concept into a linguistic structure. 


The speaker formulates phonetic strings, and plans how to articulate these with motor 
 programs. Once the message is converted into articulation, the speaker can parse and 
 monitor the utterance. The parsing can assess information about linguistic aspects of 
 the spoken utterance, whether all phonemes are uttered, qualities of the voice (Levelt, 
 1983). Finally, the monitoring component detects speech errors, and compares inner 
 and externalised speech.  


There is, however, limited agreement around exactly what the processes involved in 
 language production are, and how they are coordinated. Starting from the 1970s, 
 attempts were made to get closer to what goes on during written language production. 


The first studies concerned with process, were interested in writing behaviour and 



(16)rate of writing, and involved observation, audio recording or videotaping. In general, 
 these studies recruited small samples, Emig (1971) recorded eight twelfth graders 
 composing aloud,  Matsuhashi (1981) video recorded and studied pauses of four high 
 school students. In the 1980s and onward, there gradually was a trend towards more 
 research on the writing process, marked by Hayes and Flower’s (1980) seminal 
 publication attempting to experimentally identify the processes of writing and to 
 illustrate a model describing the writing process. This model identifies three major 
 processes: planning, translating and reviewing. The planning process consists of 
 generating ideas, organizing them and setting goals to establish a writing plan. The 
 translating process is guided by the writing plan, and acts to produce language that 
 corresponds to information in the writer’s memory. The reviewing process consists of 
 reading the text that is already written and editing it. The second process: translation 
 – the process by which ideas are converted into written language – is central to my 
 focus in this thesis. More specifically, in Hayes terms, what I am interested in is the 
 transcription part of translation.  


Hayes and Flower identified the processes involved in their model through think 
 aloud protocols where participants commented on what they were doing. Thus, their 
 initial model focused on higher level, conscious processes. Studies of more low-level 
 processes have only more recently been possible through newer methods and 


technological development. In his more recent model  Hayes (1996, 2012), has also 
 given more focus to low-level (tranciption) processes. Torrance & Galbraith (2006) 
 point out that as soon as these low-level, less accessible processes are included; there 
 is a large increase in the number of possible interactions between processes.  


A more recent and independent line of writing process studies focuses largely on low-
level processes. This thread of research is based in psycholinguistics, and it is 
important for the current thesis. Within this tradition, low-level processes in written 
text production are studied  by using measures of written time course to test 
hypotheses about the writing process, and as such, the temporal processes of word 
production have become a central object of study (e.g. Bonin, Roux, Barry, & Canell, 
2012; Damian & Stadthagen-Gonzalez, 2009).  



(17)In particular, two main strands of research can be identified in the study of written 
 word production, one focusing on orthographic retrieval measuring word initial 
 latencies (e.g. Bonin, Peereman, & Fayol, 2001), and the other emphasizing 
 investigation of written production from a motor execution perspective (e.g. Van 
 Galen, 1991). The most recent on-line studies of written production of single words, 
 however, typically address the relationship between central linguistic processes and 
 what is seen as a more peripheral process - motor execution (e.g. Roux, McKeeff, 
 Grosjacques, Afonso, & Kandel, 2013). 



1.2  Theoretical framework  


How one understands the coordination of different writing processes, has 


consequences for the influence of low-level or transcription  processes, on other parts 
 of the writing process. I will present a modular and a casading model of language 
 production, and give reasons for why I believe a casaded model better explains the 
 coordination of writing processes. 


Let us assume a model of writing consisting of the processes; 1) retrieval of a 
 concept, 2) planning syntax, 3) orthographic retrieval and 4) motor execution. Syntax 
 decisions are modelled as being decided before orthographic retrieval as studies of 
 cerebral activation in spoken word production indicate that for example syntactic 
 gender is retrieved before the word’s phonological code (van Turennout, Hagoort, & 


Brown, 1998).  


If the processes in this model of writing, are coordinated in a simple modular 
 processing model (Fodor, 1983), or sequential model, each module is independent of 
 the others. The interesting point to be made here is that if all the processes involved 
 in writing occur in a sequence (Figure 1), one by one, a student’s struggling with 
 lower-level processes would not necessarily influence higher-level processes. Let us 
 say a writer struggled with orthographic retrieval, trying to figure out how to spell a 
 word (illustrated at the bottom part of the figure). In that case, the search for the right 
 spelling would not necessarily influence any of the other processes, if all the 


processes involved in writing were encapsulated. If this actually were the case, it 



(18)would only mean that the process of orthographic retrieval would take longer, and 
 that this could be observed as a pause or halt in the motor execution. Intuitively, 
 however, syntax planning needs to be maintained while orthography is retrieved, 
 which might impose high demands on memory.  


  


Figure 1. A modular model of writing, with writing processes occurring in a 
 sequence.  This is a model that is entirely sequential, so delay in one process will 
 just result in slower production. 


There is research, however, implying that a modular or sequential view of language is 
 unlikely. In a sequential model, only the lemma that is selected will be encoded 
 phonetically; however, evidence from speech and mixed errors, suggests this is not 
 how language is produced (Dell & O’Seaghdha, 1991). Mixed errors are errors that 
 carry both semantic and phonological similarities to the target word. Stowe, 
 Haverkort, & Zwarts (2005) provide additional support that a modular view of 
 language production is unlikely. They review evidence from neuroimaging, surveying 
 evidence for linguistic processes being linked to specific brain areas. Broca’s and 
 Wernicke’s area have traditionally been identified as areas specialized for language. 


However, Stowe et al.(2005) argue that the neurological basis for language might be 
 more complex than previously assumed. They conclude that Broca’s area serves more 
 general functions that are part of a larger network of brain areas that work together. 


The evidence for this is findings showing that simple language tasks, such as 
 processing simple sentences, do not activate Broca’s area (Stowe et al., 1998), while 


Concept  
 retrieval 


Motor  
 execution 


Concept  
retrieval 



(19)many other functions do. The activation of such a network is incompatible with a 
 modular view of language (Fodor, 1983), and a model of writing like the one 
 presented in Figure 1.  


From studies of written language production there is evidence that high-level 
 processes can occur in parallel with low-level transcription processes (Alamargot, 
 Dansac, Chesnet, & Fayol, 2007; Foulin, 1995). Using an Eye and Pen device, 
 Alamargot et al.(2007) instructed participants to compose a procedural text from 
 photos. They found that writers were able to transcribe at the same time as they were 
 encoding visual information that was distant from where the pen was writing. Seen 
 this way, transcription is not merely executing what is already planned; planning can 
 happen in parallel with transcription. Olive (2014) too comments on what he sees as a 
 tradition of conceiving cognitive processes as occurring in a sequence or one after the 
 other. In his opinion, it is unlikely that the processes involved in writing are 


sequentially organized. If they were, he claims language would only be prepared 
 during pauses. Rather, he suggests that the different processes can work in parallel, 
 and suggests a cascading model of writing (Olive, 2014). Such a view on writing 
 entails that higher-level processes have the potential of being activated during 
 orthographic retrieval and while handwriting or keyboarding.  


In addition to accounting for the processes involved in writing, the structure of the 
 language production system, and how the different processes are administered, 
 models of writing also need to account for how more general constraints imposed by 
 the writers’ cognition represent barriers to fluent production. Although people have 
 the ability to perform more than one task at a time, quite often, performing one task 
 can interfere with performance of another (Creamer, 1963; Pashler, 1994).  


Limitations in working memory, and competition for limited resources have been 
used to explain why the processes involved in writing sometimes happen in parallel 
and other times not. Baddeley`s (1986) model of working memory influenced Hayes 
and other writing researchers in the 1990s, leading to more of a focus on working 
memory (Kellogg, 1996, 2001). To Baddeley (1983) working memory refers to the 



(20)temporal storage of information during performance of different cognitive tasks, and 
 the central characteristics of this storage is that it has limited capacity.  


Just & Carpenter (1992) suggested a capacity theory of working memory. They 
 proposed a linguistic working memory separated from the representation of linguistic 
 knowledge. Linguistic working memory is seen as a resource of limited capacity, and 
 as such, it can constrain comprehension. Seeing memory as a limited recourse has 
 had consequences for theories of writing. McCutchen (1996) investigated the issue of 
 capacity limitations during writing. She argues that a capacity theory can provide a 
 framework to understand writing development. According to a capacity theory of 
 writing, transcription processes and text generation compete for the limited cognitive 
 resources. Thus, writing can be understood as coordination of translation processes, 
 editing and planning within the limitations of working memory. In a series of studies, 
 Kellogg (1996, 2001) find support for the idea that planning, translating and 


reviewing compete for working memory resources when writing. Following capacity 
 view of processing, Alamargot et al. suggest that the writer’s cognitive capacity 
 influences the duration and frequency of parallel processing and of pauses when 
 writing. A pause or parallel processing thus depends on the writer’s capacity, and 
 how large demands the involved processes impose. 


However, apart from working memory being a limited recourse, the concept is vague. 


It can be used to explain nearly all effects. This raises questions about falsifiability. 


The working-memory approach often applies a computer metaphor of system 
overload to illustrate the main insight of the theory.  There are, however alternative 
explanations as to why the system sometimes becomes overloaded, and why, for 
example, certain processes can be executed in parallel and others cannot. An 
alternative explanation comes from a research tradition studying dual-task 
performance. Studies of dual-task interference, provide insight into how the brain 
functions. Tasks sometimes interfere with each other if they are performed 
simultaneously. A possible explanation for why the system sometimes gets 
overloaded is that some operations form bottlenecks (Pashler, 1994). According to 
Pashler (1994) bottlenecks can occur if two processes need one mechanism to be 
dedicated to only them for a period time. This can result in one or both of the tasks 



(21)being delayed. Christiansen and Charter (2016) employ the bottleneck metaphor 
 together with the “just-in-time” metaphor in their meta theory of language 


production. The metaphors origin from production companies who employ what they 
 call just-in-time production. Just-in-time production reduces the need for storage as 
 the units you need to build the product you are producing arrive just in time for when 
 they are needed. If a part is delayed it will create a bottleneck; not only is there a stop 
 in production, but because of limited storage capacity, production of other parts will 
 be put to a halt as well. Christiansen & Chater (2016) argue that the way the language 
 production system avoids bottlenecks is by chunk-and-pass production and 


processing just in time, meaning that linguistic input and output must be processed 
 here and now. Christiansen & Chater’s (2016) metaphors capture nicely how in this 
 thesis I conceptualize how written language is produced.  


Chunk-and-pass production requires incremental processing; linguistic units must be 
 built rapidly, and then be passed on to avoid bottlenecks. The need to compress and 
 to rapidly build linguistic structures comes from the just-in-time constraint on 
 language production (Christiansen & Chater, 2016). Expressing an idea, whether in 
 speech or writing, assumes some common units for encoding what happens before 
 motor execution. In writing, chunks of higher level abstraction e.g. a lexical concept 
 is broken down to sub-chunks of  less abstract linguistic units e.g. the lemma, 
 containing syntactic information (Levelt, 2001). As soon as selection of a lemma is 
 complete, phonological codes are activated and orthography can be retrieved. In this 
 way, linguistic units are broken down until arriving at a set of chunks low enough for 
 transcription. The reason why information is passed down is thatthat is how the 
 system works: As soon as a process completes processing, the information is 
 available in a form that the next downstream process can use, and so this process is 
 activated.  This way, the lexicalization process “looks for” the syntactic frame for a 
 phrase. As soon as a frame is provided, it can start the processing necessary to fill it.  


Within each level of linguistic representation, capacity is limited, and as soon as a 
 higher-level chunk is ready, it is passed down to the level below (Christiansen & 


Chater, 2016). Instead of stockpiling information – preparing and storing semantic or 



(22)linguistic units well in advance of output, input to downstream processes is provided 
 just-in-time. This is what is meant by just-in-time-processing.  


In a just-in-time production system, if one process is, for some reason delayed, then 
 this can causes a bottleneck. This means that subsequent processes will be delayed: 


they cannot run without input. In itself, this is not necessarily problematic. However, 
 if there is a bottleneck, information from the level above is “buffered” and cannot be 
 used immediately. Information that is “buffered” is prone to interference, which is 
 why bottlenecks can result in forgetting what you wanted to say or write.  


The need to break down linguistic units just-in-time leads to a bias towards choosing 
 words that are easily accessible in the lexicon. In speech, this can be observed by 
 speakers reusing parts of the conversation  (Christiansen & Chater, 2016). For writers 
 this might lead to a tendency to choose more frequently used words, as these are more 
 easily available in the lexicon. For speech, Christiansen & Chater (2016) claim that 
 because of the  “Now-or Never” bottleneck, low-level phonetic decisions cannot be 
 made too far in advance but need to be executed right away – this may be the case for 
 writers as well.  


Let us assume a model of writing different from the modular, and in line with just-in-
 time production. A model where where language production activates a larger 
 network of brain areas. A model wherein processes can operate in parallel. If, a writer 
 is in seach for the right spelling, and the low-level processes and higher level 


processes involved in writing can occur in parallel, this writer’s search for the right 
 spelling could potentially interfer ond buffer other, more high-level processes. 


Illustrated in figure 2. 



(23)Figure 2. A bottleneck in a casaded model of writing. A delay in one process will 
 results in a bottleneck, and will “buffer” information from the level above. 


Applying this view of language to writing gives a framework for understanding how 
 low-level processes need to be executed here and now, and how disfluencies in low-
 level processes may relate to other processes, and thereby possibly influence text 
 quality measures, and how well an argument is developed. If transcription is 
 disfluent, processes that can otherwise operate in parallel if transcription is fluent 
 may come to a halt. In addition, a writer may run the risk of forgetting what she was 
 going to say if transcription is disfluent. 


The potential for bottom up influence in the cascaded model is well captured by  
 Christiansen and Chater's (2016) just-in-time metaphor. According to this constraint 
 on language processing and production, words that are not fluently broken down into 
 chunks low enough for transcription may cause a bottleneck. Taking this bottleneck 
 together with an understanding of written language production as a cascaded process, 
 where higher-level processes can be activated while keyboarding (if transcription is 
 fluent), explains why there can be an influence from the bottom up. When a 


disfluency occurs while executing low-level processes, higher-level processes can be 
buffered so that parallel-cascaded process might not take place, which again may 



(24)potentially affect the final result. This line of reasoning is the rationale behind the 
 assumption that maintaining fluency when writing is important.  


Disfluencies at the word-level can be observed as long-lasting latency times, (as 
 illustrated in figure 3) word initially or mid word. There are various possible 
 explanations for these disfluencies. A long latency time in front of a word in the 
 middle of a sentence, could be an indication that the writer is either a) reading, the 
 previous word or text, b) considering which word to write, it has to do with planning 
 a phrase, c) is searching for a key, the disfluency is related to motor execution d) is 
 trying to retrieve the word’s spelling, e) is planning what to say next, or f) is simply 
 distracted.  


        


      
 Figure 3. A long latency time observed when outputting a word.  


Although word production is the focus here, it is essential to be aware that sentence 
 production too is under the just-in-time constraint (Figure 2), and to acknowledge that 
 words are planned within the context of sentences or phrases. Like in business, and 
 just-in-time stock control, delivery of language components in sentence production, 
 have to arrive just in time for when they are needed, and without the need for storage. 


Research on written sentence production indicate that as soon as a unit is ready it is 
passed down to the level below. In an experimental study by Torrance & Nottbusch 



(25)(2012) results indicated that participants only planned the first noun phrase of a 
 sentence before they started to write, when combining objects into sentences with the 
 form “The A and the B are above the C”. When the unit, or syntactic structure is 
 more complex, like a subordinate subject noun phrase, more time is needed before 
 typing onset (Nottbusch, Weingarten, & Sahel, 2007). These findings are similar to 
 findings from spoken sentence production, showing that whole clauses are not 
 planned in advance, rather participants start to speak as soon as they are done 
 planning the first noun or subject noun phrase (Martin, Crowther, Knight, & 


Tamborello, 2010), and findings that sentences beginning with a more complex 
 phrase takes longer to prepare (Smith & Wheeldon, 1999). 


According to Christiansen & Chater (2016), just like for production,  language 
comprehension, is dealt with by “Chunk-and-Pass” processing. This means that as 
soon as the human parser gets input, the syntactic analysis begins. The parser seems 
to make decisions as soon as possible, without keeping all possible parses open as it 
goes through making sense of a sentence. Christiansen & Chater (2016) describes this 
as a need to process here and now. Similar to in written production, the need to chunk 
information and pass it on means that the first part of a sentence is parsed before later 
parts. This parsing process follow some general principles, minimal attachment and 
late closure (see e.g. Warren, 2013). Minimal attachment is the idea that for each new 
unit, the parser goes for a parse that leads to less branching in the syntactic tree 
(Frazier & Fodor, 1978). Late closure is the principle that the parser is likely to 
remain in the same kind of phrase (e.g. verb phrase or noun phrase), and it attaches 
new units into the phrase it currently processes (Frazier & Fodor, 1978). These 
principles can cause problems when they cause sentences to be parsed and processed 
in a way that conflict with the intended parse of the sentence. Parsing is not always 
straightforward, because words in sentences can sometimes have different meanings, 
and can be assigned to more than one linguistic category. There is evidence from so 
called Garden Path sentences, that is, sentences that are grammatically correct, but 
that are ambiguous and often leads down a wrong path,  that the comprehender does 
not make full analysis of the complete sentence at once (van Gompel, Pickering, 



(26)Pearson, & Jacob, 2006). Rather, the reader, starting from the beginning of the 
 sentence, interprets the sentence as being set in one context, and interprets the rest of 
 the sentence in light of these judgements. At some later point in the sentence, new 
 information causes confusion and the reader might fully or partly deactivate the 
 inappropriate analysis (van Gompel et al., 2006). Thus, sometimes, the need to 
 process linguistic input here and now, can lead to ambiguity. 



1.3  Research question and outline of the thesis 


In this thesis, I address two broad questions: 


1.  What are the causes of word-level disfluency in written production? 


2.  What, if any, are the consequences of word-level disfluency when the writer is 
 composing full text? 


Broken up, my research question above can be formulated as questions that are more 
 specific, and that are addressed by different papers:  


In article 1, a group of students was identified based on their struggling with 
 decoding, and being diagnosed with dyslexia.  This group of students were 
 targeted as it has been hypothesized that students with dyslexia struggle with 
 writing because they have a word-level focus; that is they are disfluent at the 
 word-level. This article aimed to answer the questions: 


-  Do students who struggle with decoding produce poorer quality 
 texts? 


-  Do students who struggle devote disproportionate resources at the 
 word-level? 


-  Does word-level focus (if present) result from students experiencing 
 decoding problems when reading the word they are currently 
 producing or have just completed? 


To answer my overall research questions, I first needed find out whether word-
level disfluencies are related to the writing process itself; or whether it relates 



(27)to monitoring or reading what you have written. I hypothesised that long 
 latency times, or disfluencies at the word-level are related to production rather 
 than monitoring (reading). By production, I mean that I expect long word-level 
 latency times to be related to transcription rather than to monitoring or reading 
 the word that is being written. 


Next, I followed two lines of questions; I needed to find out more about the process 
 of spelling single words, what cognitive predictors are there of spelling in a shallow 
 orthography, and whether spelling is a cascaded process. In addition, I aimed to find 
 out how spelling and motor execution influence written word production, and more 
 specifically whether word-level processes influence other writing processes and 
 measures of quality. 


In article 2, spelling competence was seen as being reflected in both spelling 
 accuracy, and in spelling fluency. By including fluency as part of spelling 
 competence it was possible to investigate what cognitive factors affect and 
 predict not only spelling accuracy, but also spelling response time and inter 
 keystroke interval. This article addressed the research questions:  


-  What are the effects of child-level and word-level factors on spelling 
 accuracy and time course? 


-  And the interaction between the two.  


We expected both phoneme-grapheme encoding and orthographic recognition 
 to be important when spelling. Moreover, we hypothesized that if orthographic 
 planning persists beyond typing onset then we would observe differential 
 effects for regular words and words containing what we term a challenge.  


Through this article, it was important to find out whether orthographic planning 
persists beyond typing onset, as that is an implication that disfluencies in the middle 
of words can be related to spelling. 



(28)Article 3, investigates how transcription might predict latency times and 
 disfluencies at the word-level when writing, and possible consequences of 
 disfluencies. The research questions addressed in this paper are:


-  What predicts word-level production, and in particular disfluencies at the 
 word-level? 


-  Can disfluencies in word-level production influence other writing 
 processes and text measures? 


I hypothesize that word-level disfluencies are predicted by spelling ability. 


Moreover, I hypothesize that and word-level disfluencies have negative 
 consequences for higher level processing, and therefore potentially a negative 
 effect for text quality.   


Article 4, discusses theoretical assumptions about how lack of flow or 
 disfluencies might influence text writing, and practical consequences for tools 
 developed for writing support. A shift from having correction as the main 
 element, in a writing aid to having fluency as the main element is suggested. 


Outline of the thesis 


My thesis consists of four papers and a kappa surrounding these. Chapter 2 
 constitutes a presentation and discussion of some concepts that are particularly 
 relevant for answering the research questions. Chapter 3 gives details on what I did to 
 answer the research questions, and provides a commentary on the methods of the 
 three empirical papers. Readers might want to turn to the papers and read these before 
 reading chapter 3, 4 and 9. Chapter 4 gives a short presentation of the articles that are 
 included in this thesis, and that function together to answer my questions. I have 
 conducted three empirical studies, and in addition, I have included a theoretical 
 reflection around consequences of struggling at the word-level, and possible 


implications for developers of writing support. The papers in their full form appear in 



(29)chapters 5, 6, 7 and 8. The final chapter, chapter 9, is a general discussion of all 
findings. 



(30)
2.  Central consepts 


There are four concepts that are especially central to the research reported in this 
 thesis: transcription, pauses, and fluency and disfluency. In the following section, I 
 will give an outline of how these are used and understood in this thesis. First, I will 
 discuss what is meant by transcription, how transcription skills typically have been 
 measured and various possible methodological challenges. The next concept - pauses 
 - is related to the object of study in process studies of written language production. 


Finally, the notions of fluency and disfluency relate to pauses and latencies in that 
 they are used to describe a particular distribution of pauses or latencies. 



2.1  Transcription 


In Hayes’s terminology, the translation process concerns producing text and encoding 
 the concepts the writer intends to write (Hayes, 1996; Hayes & Flower, 1980). In 
 Hayes’s model, transcription is part of the translation process, and is considered a sub 
 process separate from lexical retrieval and syntactic planning. Transcription skills 
 therefore combines spelling and keyboarding and handwriting abilities (Berninger, 
 Abbott, Abbott, Graham, & Richards, 2002). 


How transcription skill is measured bears consequences for research results. 


Appropriately operationalizing transcription skills has therefore been central in 
attempting to answer my research questions. Spelling skills have typically been 
measured in terms of accuracy (Alves & Limpo, 2015; Berninger, 1999; Graham et 
al., 1997; McCutchen, 1996). Seen this way, spelling skills can be measured as the 
proportion of errors in a text, or in a more controlled setting, by having subjects 
complete a spelling test and counting correctly spelled words. However, there is the 
spelling process or a fluency aspect to spelling as well. By this, I mean that two 
students who both correctly spell the word lokomotiv [locomotive], might have done 
so very differently. One of them could have spelled the word quickly without any 
hesitation, while the other could have slowed down before the k, wondering whether 
there should be one or two k’s. Possibly also slowing down before the third o, fearing 



(31)that there might be too many o’s. All of which would result in it taking longer to spell 
 the word. These temporal differences should be included as part of what is meant by 
 spelling skills. Thus, I argue that measures of spelling ability need to take into 
 account not just accuracy by also the ease (fluency) with which the spelling is 
 generated.  


The spelling process involves retrieving an internal orthographic representation of the 
 word (or part of the word, or next letter) to be produced. This is then passed to the 
 motor planning process, which then tells your fingers how to execute the motor 
 programs necessary for outputting a word on paper. According to a dual-route 
 account of spelling, spelling can be achieved through two different routes, by 
 incremental phoneme-grapheme mapping, or by directly activating orthographic 
 lexemes (Rapp, Benzing, & Caramazza, 1997). Related to the dual-route account of 
 orthographic retrieval is a question of whether orthographic planning is complete 
 before the first letter is written, or if orthographic planning persists after the first 
 letter of the word is written. 


In addition to spelling, transcription involves the motor execution associated with 
 handwriting or, like in the studies that I report in this thesis, keyboarding. 


Handwriting can be evaluated the basis of the product, readability or neatness, or by 
handwriting fluency. Handwriting fluency has typically been measured by the 
alphabet writing task (Abbott & Berninger, 1993; Graham et al., 1997). In this task, 
children are timed as they print the entire alphabet. Some studies give the score based 
on how many letters are written in the first 15 seconds (Graham et al., 1997). This 
task not only gives information about the speed by which participants are able to 
produce the letters on the paper, it also gives information about familiarity and 
accuracy of the letters and knowledge of the alphabet. So the score you get is both 
about motor skill and about alphabet knowledge, which may be seen asorthographic 
knowledge (e.g. Pontart et al., 2013). The task however, does not involve ability or 
speed of linking letters together.  



(32)Another way of measuring both  handwriting fluency and typing fluency is to ask 
 participants to copy one or more sentences of text (Graham et al., 1997; Hayes & 


Chenoweth, 2006). This way of measuring handwriting or typing fluency will capture 
 speed of transition between letters, but also reading ability, a memory component 
 and, to some extent, spelling ability. The inclusion of a reading element means that 
 reading accuracy and reading speed will influence the result. Spelling processes are 
 necessarily engaged when performing tasks of this nature. Unless the writer copies 
 one letter at a time from the source – which would result in exceptionally slow 
 performance – copying is likely to involve retaining a phonological representation of 
 what is read that must then be spelt during output on the page or screen. Thus, in a 
 copying task, spelling cannot be completely disregarded as long as the words that are 
 written are written in the familiar orthography and constitutes real words. 


A third way of measuring handwriting or typing fluency is having participants write 
 their names repeatedly. Alamargot et al.(2007) recorded mean pause duration (times 
 when the pen is lifted from the page) when participants wrote their names. Although, 
 as they argue, this measure excludes more demanding conceptual and linguistic 
 processes, the fact that writers names vary across a number of dimensions that might 
 affect how the pen moves across the page is likely to make this a very noisy measure 
 of handwriting (or typing) fluency. 


Some studies include typing speed or transcription fluency when producing text as a 
 production measure (see for example von Koss Torkildsen, Morken, Helland, & 


Helland, 2016). Medimorec & Risko (2017), in line with Strömqvist (1999), see 
 transcription fluency as the mean keystroke interval within a word. These production 
 measures are not intended to distinguish out spelling fluency from motor execution. 


For this thesis however, I attempt to investigate spelling fluency and motor execution 
 as hypothetically separate, not to risk missing important insights about word 


production. Attempts have been made to better distinguish motor execution skills 
from the influence of orthographic skills. Pontart et al. (2013) distinguished the 
influence of graphomotor skills (writing ones name) and orthographic knowledge (the 
alphabet writing task).  



(33)In this thesis, I attempt to distinguish three transcription measures: spelling 
 fluency measured by speed of spelling and latency time before spelling initiation, 
 speed of writing when performing a practiced copying task, and key board 
 familiarity. The spelling measures are more influenced by the speed with which 
 participants are able to retrieve orthographic knowledge, while the practiced copying 
 task is influenced by whether or not a child has broad spelling knowledge to a lesser 
 extent, and will be more influenced by motor programs. Finally, the keyboard 
 familiarity measure is a measure of key-location knowledge. It is a measure of ability 
 to mentally map the relation between the name of a letter and the location of that 
 letter on the keyboard. It is not a merely a measure of how quickly fingers are able to 
 hit single keys on the keyboard, such a test would be more like hitting a single key as 
 many times as you can within for example 20 seconds, or hitting two keys as many 
 times as possible within a time limit.  



2.2 Pauses


Psycholinguistic literature has a long tradition of considering temporal aspects of 
 language production from the perspective of spoken language. Goldman-Eisler 
 (1968) found that people pause nearly fifty percent of the time when speaking, and 
 she suggested that these pauses function as periods of planning, execution and 
 monitoring. The pauses in speech can be either filled – a gap in speech that filled with 
 a sound or word- or silent pauses. A main point to make when studying pauses is the 
 assumption that pauses are not arbitrary, but can be studied to gain information about 
 cognitive processes during writing. Although think-aloud protocols (Hayes & Flower, 
 1980) and video recordings (Matsuhashi, 1981) have made temporal studies of 
 writing possible, keystroke logging has made the study of temporal aspects of written 
 language production relatively straightforward. Keystroke logging gives accurate 
 recordings of writing behaviour, and larger groups can be tested simultaneously.  


Faced with temporal data, however, the challenge is how to operationalize the notion 
of pause in a valid way. When typing, each key press takes some time to prepare, and 



(34)so it is preceded by a delay – a “keypress latency”. When keyboarding, moving from 
 one letter to another on a keyboard necessarily involves a short period of inactivity or 
 a latency. However, not all of these short periods of inactivity should be or are 
 considered pauses, some of them are merely transitions. The challenge arises when 
 one needs to discern what is a pause and what is merely a transition. How long does 
 the period of inactivity have to last to be considered a pause? Wengelin (2006 p.111) 
 suggests a working definition of a pause as “a transition time between two keystrokes 
 which is longer than what can be expected to be necessary merely for finding the next 
 key”. She continues to point out that most research stipulates a criterion that best suits 
 the research (Wengelin, 2006). Two common pause thresholds are 1 second and 2 
 second pauses (Alves, Castro, & Olive, 2008; Strömqvist, Holmqvist, Johansson, 
 Karlsson, & Wengelin, 2006). These thresholds are much longer than the time to find 
 a key.  


When looking at latency times or pauses, it is not very interesting averaging across all 
 keystrokes. Keys need to be sorted according to where they appear. Foulin (1998) 
 show that rhetorical features of the text partly determine pause location. Thus, as 
 Wengelin et al. (2009) point out, this suggests that pause location and duration are 
 indicative of cognitive activities that the writer engages in during the writing process.  


Pauses are therefore only interpretable in the context of the specific text locations in 
which they occur, whether the key appears at the beginning of a word, in the middle 
of a word, at the beginning of a sentence or a t-unit, at the beginning of a paragraph, 
before a full stop and so on. Latency times for keys that are sentence initial are 
typically longer than for keys that are word initial, and keys that are paragraph initial 
typically have longer latency times than keys that are sentence initial (Wengelin, 
2006). The longer sentence initial latency times are often explained by writers 
typically planning what to write next, or by writers looking back at what they have 
written. Pause probability at a particular location, allows different pause thresholds to 
be used. A one-second pause at a sentence boundary means something quite different 
from a one-second pause within a word.  



(35)When discussing the writing process, some researchers apply terms like bursts and 
 burst length (e.g. Alves & Limpo, 2015; Baaijen, Galbraith, & Glopper, 2012). Burst 
 length, if simply measured as the number of words written between pauses, is the 
 same as pause frequency controlling for text length (e.g., number of pauses per 100 
 words), only that the characters and the pause take opposite positions in the equation. 


That is, burst length = the number of characters / number of pauses, while pause 
 frequency = number of pauses / number of characters. Pause frequency is pauses per 
 characters at a particular location, while burst length is characters per pause. Pause 
 frequency and burst length control for the total length of the text; however, these 
 measures do not take into account where in the text the pause occurs. Pause 


probability at a particular location, takes into account where in the text the pause is. 


Pause probability at a particular location is the number of keys in these locations that 
 involve a pause / number of keys in these locations. 


Hayes & Chenoweth (2006) argue that transcription processes are not the cause of 
 pauses or bursts. The reason for this, they argue, is that during a copying task 


performed by skilled typists, they found that bursts were practically absent. However, 
 a copying task involves reading and motor execution; it minimalizes the influence 
 from retrieving a spelling. My argument is that transcription can cause pauses and 
 bursts, and that the inclusion of the spelling process as part of transcription is 
 important. 



2.3  Fluency and disfluency 


I have already used the term fluency several times, handwriting fluency, spelling 
 fluency and simply fluency. In the following section, I will make clear how the terms 
 fluency and disfluency are used by others, and how I use these terms.  


Different researchers have different way of understanding and operationalizing the 
idea of «fluent text». When considering fluency of the final written text, the 
judgement of whether a text is fluent or not is based on what the reader considers 
makes a text fluent or not (Palvianinen, Kalaja, & Mäntylä, 2012). Thus, the process 
under which the text was written and the writer are ignored. There are different ways 



(36)to define writing fluency when considering fluency in relation to the writing process. 


Fluency of production may entail absence of cursor moves, deletions and insertions, 
 or it can entail speed of production. Some studies include words written per minute as 
 a measure of fluency (e.g. Chenoweth & Hayes, 2016). This way of measuring 
 fluency, gives information about average speed across all keys in all locations. One 
 might say that this way of measuring fluency entails quicker is better in all locations. 


Thus, measuring fluency this way would exclude long latency times or pauses as part 
 of fluent writing because pauses would affect fluency negatively according to the way 
 it is measured. However, findings from studies of the writing process, suggest that 
 writing includes pauses, and that writing typically goes on as an alternation between 
 bursts of inscription and pauses where nothing is written (Wengelin et al., 2009).  


As a starting point here, writing fluency is seen as a behaviour characteristic for 
 writing coherent texts with relative ease (Kellogg, Krueger, & Blair, 1991). Such a 
 conception of fluency entails that fluent writing also has its hesitations and pauses, 
 simply because skilled writing involves reflection, planning and revision - resulting in 
 pauses (T. Olive & Kellogg, 2002). The central question then is not whether fluent 
 writing includes pauses; rather it is a question of the distribution and duration of these 
 pauses.  


If fluency is not the absence of pauses, what then is it? In reading, fluency is 
 described by Harris and Hodges as “freedom from word identification problems that 
 might hinder comprehension” (1985 p.85). Relating to this view is the definition I 
 introduced in the beginning of this thesis; Tønnessen & Uppstad’s  (2015) view that 
 reading fluency is “thinking one’s way through a text without the written medium 
 obstructing one’s thought” (p.75). I apply this notion of fluency for writing as well, as 
 it carries an implication of what disfluency might be. Following a theory of flow, 
 (Csikszentmihalyi, 1997), flow can be seen as a threshold that need to be passed in 
 order to be fluent. Beyond this threshold, thoughts can proceed without being 


interfered by for example considerations about spelling. If we combine the concept of 
fluency with  Christiansen and Chater's (2016) just-in-time constraint of language 
processing and production, fluency in written production would imply that the 



(37)process of breaking down concepts into words, and further into chunks low enough 
 for transcription happens here and now.  


One might say that fluent writing at least involves fluent transcription, and that fluent 
 transcription refers to no unexpectedly long keystroke intervals at the word-level; that 
 is, word initially and mid word. Following the argument I made in the introduction, 
 fluent writing thus opens for higher-level processes to operate in parallel with lower 
 level processes.  


I start using the term disfluencies in the final article of this thesis, I no longer use the 
 term pause. The way disfluency is used here, in written text production, is not to be 
 confused with disfluencies in spoken language, which may refer to filled pauses, 
 repetition, repair, false start. There is an extensive literature with contributions from a 
 range of fields concerned with disfluencies in speech which I will not go into here 
 (see Eklund, 2004; Shriberg, 1999). A disfluency here is a latency time that for the 
 particular location is so long that it is expected to be disruptive. It is disruptive if 
 transcription does not happen here and now, and creates a bottleneck. What I define 
 as disfluencies are word initial latencies longer than two seconds (but shorter than ten 
 seconds), and mid word latencies longer than one second. The term disfluency has a 
 negative connotation as opposed to the word pause. As I said in the introduction, that 
 is intentional; as I hypothesize that word-level disfluencies can disturb written 
 language production as a whole. 


2.3.1  Consequences of the applied notion of fluency 
 Most previous research has found evidence that increased transcription fluency 
 improves written text quality (Alves, Castro, de Sousa, & Stromqvist, 2007; 


Connelly, Dockrell, & Barnett, 2005; Thierry Olive, Alves, & Castro, 2009; Sumner 
 et al., 2013). However, it seems that the relationship between transcription fluency 
 and text quality is not linear. In a group of university students decreased transcription 
 fluency was found to be beneficial for certain aspects of writing (Medimorec & 


Risko, 2016; Medimorec, Young, & Risko, 2017). In their study, Medimorec & Risko 
(2016) define transcription fluency as motor execution. They interfered with skilled 
typists’ transcription fluency by asking them to type only with one hand, thus 



(38)constraining motor execution and slowing down transcription speed. Results showed 
that texts written with one hand showed higher lexical sophistication they included 
more diverse vocabulary and less frequent words. This study adds new insights to the 
study of fluency in transcription. In studies where increased transcription fluency 
have improved text writing quality, participants have typically struggled with spelling 
in addition to motor execution. In Medimorec’s study, subjects were proficient 
typists, and their slowing down did not involve thinking about how to spell a word, 
instead participants were given more time to, for example, choose a more low 
frequency word. Following  Christiansen and Chater's (2016) view of language 
production, this might not be a surprising finding. According to them, in language 
production, discourse level chunks are broken down into sub chunks like words and 
phonemes or graphemes, and the higher-level chunks are passed down as soon as they 
are ready, leading to a tendency to choose the word that is more fluently retrieved 
over a word that is harder to access. Thus, forcing proficient typists to produce 
language not just-in-time, but by forcing them to minimally slow down, might 
explain the result of producing more low frequency words. In another study, 
Medimorec & Risko (2017) find that pauses at word boundaries predict word 
frequency. Increased pauses gave decreased word frequency. It has not been 
determined whether the pauses prior to less frequent words are linked to lemma 
selection or to retrieving a less frequent spelling. 



(39)
3. Methods 


This section includes information about what I did to get closer to an answer to my 
 research questions:  


- What are the causes of word-level disfluencies in written production? 


- What, if any, are the consequences of word-level disfluencies when the writer 
 is composing full text? 


The three empirical studies were conducted on two different samples. I will describe 
these in more detail in below. However, before describing these, I will give a 
schematic overview of the studies; sample, design, and the measures involved. See 
Table 1. 
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